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stimation of the effect of nonisotropically distributed energy on the
pparent arrival time in correlations
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ABSTRACT

Correlations of random seismic noise are now widely used
to retrieve the Green’s function between two points. Whereas
this technique provides useful results in tomography and
monitoring studies, it is mainly limited by an uneven distri-
bution of noise sources. In that case, theoretical requirements
are not completely fulfilled and we may wonder how reliable
the reconstructed signals are, in particular for the purpose of
estimating traveltime from correlations. This study finds a
way to quantify effects of a nonisotropic noise field by esti-
mating the arrival-time error resulting from a particular
nonisotropic distribution of recorded wave intensity. Our
study is based on a theoretical prediction of this bias and we
successfully test the theory by comparing the theoretical ex-
pectation to real measurements from seismic-prospecting
data. In particular, we distinguish between the effects of
source distribution and the effects of medium heterogeneity
between the sources and the region of receivers. We find rela-
tive errors in the order of a percent which may affect monitor-
ing results, especially where smaller relative velocity varia-
tions �smaller than 10�3 for some applications� are investi-
gated. Finally, we see that correlation of coda waves helps
mitigate the effects of a nonisotropic field, hence making the
estimation of traveltime quite stable irrespective of the
source distribution.

INTRODUCTION

The Green’s function of a medium between two points A and B
epresents the signal recorded at B if we would apply an impulse
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ource at A; therefore, the Green’s function between any two given
oints A and B corresponds to the earth response between them. It
as been demonstrated that with the crosscorrelation of random seis-
ic wavefields, it is possible to retrieve the Green’s function be-

ween two points.
Two acoustic experiments have initially demonstrated the possi-

ility to reconstruct the Green’s function by correlating diffuse
avefields �Lobkis and Weaver, 2001; Weaver and Lobkis, 2001�.
fterward, different theoretical approaches have formalized the link
etween correlation of random diffuse fields and Green’s function
etrieval �Lobkis and Weaver, 2001; Weaver and Lobkis, 2001;
erode et al., 2003a; Derode et al. 2003b; van Tiggelen, 2003;
nieder, 2004; Wapenaar, 2004; Roux et al., 2005�. The crosscorre-

ation technique has been used successfully in many applications in
elioseismology �Duvall et al., 1993; Giles et al., 1997�, acoustics
Lobkis and Weaver, 2001; Weaver and Lobkis, 2001; Larose et al.,
004�, oceanography �Roux and Kuperman, 2004; Sabra et al.,
005c�, active seismic experiments �Bakulin and Calvert, 2006; Me-
ta et al., 2007�, and seismology with the correlation of seismic coda
Campillo and Paul, 2003� or seismic noise �Shapiro and Campillo,
004�.

In seismology, it has been demonstrated that the correlation con-
erges toward the Green’s function as long as the different compo-
ents of the elastic field follow the equipartition condition �Sánchez-
esma et al., 2006; Sánchez-Sesma et al., 2008�. Practically, this cor-
esponds to a self-averaging process provided by randomization of
he noise sources when considering long time series as well as scat-
ering �Campillo, 2006; Larose et al., 2006; Gouédard et al., 2008b�.

Even though correlations of seismic noise have provided useful
nformation in tomographic imaging �Shapiro et al., 2005; Sabra et
l., 2005a; and recently Draganov et al., 2009, in which body-wave
eflections are retrieved� and monitoring studies �Sens-Schönfelder
nd Wegler, 2006; Wegler and Sens-Schönfelder, 2007; Brenguier et
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SA86 Froment et al.
l., 2008a; Brenguier et al., 2008b�, the seismic noise is usually not
erfectly diffuse and the conditions of the theory are not completely
ulfilled. In that case, we may wonder how reliable the signals recon-
tructed by the correlation are, especially for the purpose of estimat-
ng traveltimes, i.e., how a nonisotropic distribution of sources af-
ects the traveltime estimated from these noise correlations.

Tomographic studies based on noise correlations use the travel-
ime of reconstructed Rayleigh waves to compute surface-wave dis-
ersion curves. Therefore, errors in traveltime lead to errors in to-
ographic results. Concerning monitoring studies, the evolution of

raveltimes gives information about changes in the medium. But a
hange of noise sources may imply a change in traveltimes estimated
rom correlations, which is not representative to a physical variation
f the medium. Recent studies based on noise-based monitoring
ave detected relative temporal changes of velocity smaller than
0�3 �Brenguier et al., 2008a; Brenguier et al., 2008b� and further
ork is done to improve the accuracy of noise-based measurements.
onsidering such tiny variations, the influence of source distribution
ight be significant and should be quantified to correct it from mea-

urements.
Previous studies have examined bias caused by nonisotropic

ource distribution in correlations. In an exploration application, van
er Neut and Bakulin �2009� study the amplitude distortions in cor-
elations caused by an imperfect source illumination and propose a
ethod to correct results from this bias. Tsai �2009� and Yao and van

er Hilst �2009� show that an uneven distribution of source intensity
nd medium heterogeneities can produce traveltime bias in noise-
ased measurements. From a tomographic point of view, Yao and
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igure 1. �a� Results of plane-wave beamforming on the Parkfield
etwork showing the variation of seismic noise direction between
.1 and 0.2 Hz for 31 consecutive days. Direction is represented by
ngle in degree �North is 0°, positive rotation is clockwise�. The col-
r scale corresponds to the maximum values of the beamformer, 1
orresponding to a perfect match between the data and the plane-
ave model. �b� Angular distribution of speed of incoming noise on
arkfield network for one day �North is 0°, positive rotation is clock-
ise�. The color scale corresponds to the agreement between the
ata and the plane-wave model �1 corresponding to a perfect match�.
he angular spot width matches the expected angular diffraction
pot size of the network.
an der Hilst �2009� develop an iterative procedure to correct tomog-
aphic results for this bias. We adopt a somewhat different approach
s we consider the forward problem and focus on the study of a direct
ormulation of this bias. In the next section, we illustrate the variabil-
ty of apparent traveltime in correlations through results of a passive
eismic noise study in the Parkfield area, California. Then we
resent a theoretical expression for the error in arrival time resulting
rom a particular nonisotropic distribution of noise sources. In the
ast section, we compare the theoretical prediction to the real mea-
urements on seismic prospecting data. In particular, we examine the
ffects of wave propagation in a heterogeneous medium surrounding
he receivers and we discuss the advantages to correlate coda waves
o mitigate effects of nonisotropy.

ON THE STABILITY OF APPARENT TRAVELTIME
IN NOISE CORRELATIONS AT THE SAN

ANDREAS FAULT, PARKFIELD

Between July 2001 and October 2002, 30 broadband stations lo-
ated in an 11-km square recorded continuous seismic noise in the
arkfield area, California. Plane-wave beamforming is performed in

he 0.1–0.2-Hz frequency band to determine the direction of the
eismic noise received by the Parkfield network. Figure 1 presents
esults of this beamforming analysis done on the entire network. In
articular, Figure 1b shows that the noise field is very directive, with
direction of about 55° �North is 0°, positive rotation is clockwise�.
his direction is consistent with a noise origin in the Pacific Ocean

Sabra et al., 2005b; Stehly et al., 2006�. Figure 1a shows the evolu-
ion of the beamformer outputs for 1-hour data segments over 31
onsecutive Julian days �JD�. This figure indicates daily fluctua-
ions, confirming that the seismic noise direction is highly time-de-
endent.

Consider two particular days �JD18 and JD22� for which the dif-
erence in noise direction is about 20° �see Figure 1a�. How does this
zimuthal difference affect the traveltime in noise correlations? We
ompute the 1-day averaged noise correlation function for two re-
eiver pairs. The first pair �stations 8–27� is mostly aligned with the
oise direction. By contrast, the second pair orientation �stations 13–
0� is nearly orthogonal to the direction of energy flux �see Figure
a�. Figure 2b and c shows results of the two daily correlations of in-
erest �JD18 and JD22� for both station pairs. Whereas the time shift
aused by the variation in noise direction is negligible for the pair of
tations 8–27, the effect on the 13–30 receiver pair is significant be-
ause there is a relative time shift of about 30% for this case of ex-
reme directive noise.

This particular extreme example shows that variability of appar-
nt traveltime in correlations caused by changes of a nonisotropic
oise field may be significant. To get correct traveltime values, we
ust be able to quantify the effects of nonisotropy on traveltime esti-
ates.

THEORETICAL ERROR ON APPARENT
TRAVELTIME CAUSED BY A NONISOTROPIC

DISTRIBUTION OF INTENSITY

Weaver et al. �2009� derive a theoretical expression of the error in
pparent arrival time in correlations caused by a nonisotropic specif-
c distribution of intensity. They consider �1� sources in far-field, �2�
he ballistic case, and �3� a homogeneous medium. The error is then
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valuated in an asymptotic limit of large receiver-receiver separa-
ion. Results presented in this section correspond to this work.

Weaver et al. �2009� first show that in a fully asymptotic limit, in
hich the two receivers are separated by a long distance compared to
wavelength �x /�→��, nonisotropy does not impair estimation of

raveltime. However, they go further by investigating the effects of
mooth but nonisotropic intensity on traveltime estimates, at finite
eceiver separation �away from the full asymptotic limit�.

We select two receivers, at positions �x /2 and x /2 around the or-
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igure 2. �a� Station map of the Parkfield Network. The black arrow
hows the average seismic noise direction ��55° �, indicating that
he noise is coming from the Pacific Ocean. Station pairs of interest
re indicated by black lines. �b and c� 1-day averaged correlation
unction for two particular days, JD18 �gray line� and JD22 �black
ashed line�. Two different pairs are considered: The pair �b� 8–27
ostly aligned with the noise direction and, contrariwise, the pair �c�

3–30 perpendicular to the noise direction.
gin �see Figure 3�. We consider incoherent impulsive sources over
n annular region, at large distances from the receivers. Because at-
ention is confined to the 2D case, the field at the receivers may be
iewed as a superposition of plane waves.

We consider the case in which the recorded wavefield intensity
istribution corresponds to the source intensity distribution, which is
ontrolled by an angular source weighting B�� � �� is defined rela-
ive to the strike line connecting the receivers, see Figure 3�. We con-
ider smooth distributions by writing B as a Fourier series:

B�� ��B0�B1 cos�� ��B2 cos�2� ��B3 cos�3� �� . . .

�1�

nly cosines are used, by symmetry, because the receiver correla-
ion does not distinguish between positive and negative � . This
eans that any distribution may be written as a symmetric distribu-

ion.
Considering that the time derivative of field correlation between

oth receivers �Cx��
d
dtCx�t�� converges to the Green’s function

Gouédard et al., 2008b�, Cx� gives an estimate of the traveltime t be-
ween the two points. The predicted error in this apparent traveltime,
aused by nonisotropy, is then �Weaver et al., 2009�

� t �
B��0�

2t�0
2B�0�

for positive correlation time, �2a�

� t �
B��180�

2t�0
2B�180�

for negative correlation time, �2b�

here �0 is the central angular frequency of the correlation wave-
orm and angles are expressed in degrees. A positive error means an
pparent arrival time earlier than the true arrival time by an amount
f � t.
Equation 2 suggests that the error in apparent traveltime caused by

nonisotropic distribution of intensity B�� � decreases for high fre-
uency and large receiver separation, which is consistent with re-
ults by Tsai �2009� and Yao and van der Hilst �2009�. Furthermore,
e note that this expression gives an error proportional to the second
erivative of the intensity B evaluated in the receiver pair direction
� �0° for positive correlation time�. The stationary phase theorem
elps in interpreting the physics aspect of this observation. Snieder
2004� and Roux et al. �2005� explain the reconstruction of the
reen’s function by correlation techniques in the case of a homoge-
eous body by using the stationary phase theorem: Only sources in

source s(θ)

θ

–x / 2 x / 2

receivers at –x / 2 and x / 2

igure 3. Geometry considered. Two receivers at the center of the
etwork are separated by a distance x. Sources are located in an an-
ular region of large radius �compared to the wavelength of interest�
entered on receivers. Each source s is located by an angle � defined
elative to the line connecting the receivers �positive rotation is
ounterclockwise�.
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SA88 Froment et al.
he alignment of the receivers contribute to reconstruction. End-fire
obes represent areas where those coherent sources are located. The
perture of this zone depends on the square root of the ratio between
avelength and distance between receivers. Thus, the higher the fre-
uency, the narrower the end-fire lobes �Roux and Kuperman, 2004;
petzler and Snieder, 2004; Larose, 2005�. In the asymptotic limit
onsidered, coherent reconstruction is then controlled by � ap-
roaching 0 �for positive correlation time�. But as we have seen be-
ore, we consider the case away from the full asymptotic limit. In
hat case, the intensity near � �0° may be written as B�� ��→0

B�0��
1
2B��0�� 2, introducing a higher order term in the problem

the symmetry leads to B��0��0�. Because this term illustrates the
ifference with the full asymptotic case �and no error�, it makes
ense that it controls the traveltime error. For simplicity, we have dis-
ussed only the positive correlation time, but the argument is the
ame for negative time.

ESTIMATION OF THE TRAVELTIME ERROR ON
SEISMIC-PROSPECTING DATA

cquisition geometry and data selection

Petroleum Development Oman �PDO� recorded a high-resolution
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igure 4. �a� Experimental geometry. Two hundred and forty sources
re selected and located in an annulus of inner radius 300 m and
hickness 70 m, surrounding two receivers separated by 155 m. �b�
xample of intensity �decibel scale� at receivers averaged over the
40 sources selected. The thin black line represents the boundary be-
ween both temporal windows considered in this work, i.e., direct
aves between 0 and 1.5 s and coda waves between 1.5 and 3 s.
urvey in northern Oman. The acquisition grid consists of 1600 25-
-spaced receivers covering a 1�1-km area. The sources �vibra-

ors� are located on a similar square grid shifted with respect to
he receiver grid by 12.5 m in both directions. The complete data
et then consists of 1600�1600 time-domain signals.

For this study, two receivers at the center of the array are selected.
hey are separated by a distance of 155 m, corresponding to a sur-

ace-wave traveltime of about 0.13 s at 15 Hz �wavelength �80 m�.
e consider 240 sources in a 300-m-inner-radius, 70-m-thick ring

entered on the receivers �see Figure 4a�.

stimation of the error with respect to an isotropic
istribution of sources

To test the theoretical expression derived by Weaver et al. �2009�,
e compare the above predictions with measurements on these ex-
erimental data. Real measurements consist of estimating the time
hift in the nonisotropic case with respect to a reference traveltime.
n this section, the reference traveltime stems from the reference
aveform obtained for an isotropic distribution of sources around

eceivers �B�� ��constant�.
Signals from the 240 sources are filtered between 10 and 20 Hz,

indowed into the range 0–1.5 seconds to emphasize ballistic
aves �see Figure 4b�, and correlated between both receivers. Re-

ults are then summed over sources with an angular weighting B�� �.
he waveform obtained is thus the correlation between receivers of

nterest for the specific source distribution B�� �. Time shift � t �i.e.,
he traveltime error� caused by nonisotropy of source distribution is
hen obtained by crosscorrelating the arrivals as constructed with
�� ��constant and the nonisotropic B�� � considered in this com-
utation. To give relative time shifts, we estimate the arrival time t by
he maximum of the reference wavelet envelope. Finally, to enhance
he quality of results, we azimuthally average these measurements.

e thus consider 17 other pairs of receivers in the same region, ori-
nted in two main directions �about �130° and �40°� and spaced
y distance between 150 and 158 m �� is redefined for the different
air orientations�. Theoretical predictions result from equation 2 us-
ng a frequency of 15 Hz and a traveltime of 0.13 s.

Results obtained for two kinds of distribution �see Figure 5a and
� are presented in Figure 5. We can see that theoretical predictions
t the data measurements well for both examples. The asymptotic

heory seems to describe successfully the apparent time shifts in real
ata for a sufficiently smooth intensity distribution and despite �1�
implifying assumptions behind equation 2 �plane waves in homo-
eneous medium� and �2� receiver separation as small as two wave-
engths. A precise quantitative assessment of “sufficiently smooth”
s an asymptotic issue and has not been studied yet. It is worth noting
hat the case presented in Figure 2c for the Parkfield region may be
xplained by this theory considering a steep distribution of the form
�� ��1�B2 cos�2� � shown in Figure 5c. In that case, the theoret-

cal time shift obtained with equation 2 using values involved in the
arkfield case �we take t�3 s and �0�2� �0.15�0.94 rad /s�
nd B2��0.6, corresponds to the very large time shift observed
about 30%�.

However, these results are based on the hypothesis that an isotro-
ic distribution of sources corresponds to a perfect isotropic illumi-
ation. But the medium between the sources and the region of re-
eivers is heterogeneous �Gouédard, 2008� and some propagation
ffects may modify the wavefield, making the effective intensity dis-
ribution in the vicinity of receivers nonisotropic despite the isotro-
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ic source distribution. In that case, the reference taken in these re-
ults does not correspond to the actual isotropic case and the previ-
us estimated time shift is not the overall error.

ffective distribution of intensity for an isotropic
istribution of sources

The goal of this section is to determine the effective intensity dis-
ribution received at receivers for an isotropic distribution of
ources. By doing so, we will be able to highlight and quantify possi-
le propagation effects on traveltime estimates. The analysis is done
nder an assumption of homogeneity between the receivers.

Plane-wave beamforming is performed to get directional features
f the wavefield. We use 37 stations of the network centered on the
ame position as the center of the receiver positions considered be-
ore, and the same 240 sources as used previously. The geometry is
hown in Figure 7a. Beamforming is computed for each of the 240
ources on the entire subarray formed by the 37 receivers. The pro-
essing is performed with whitened signals in the 0–1.5-s time win-
ow �corresponding to ballistic waves�. The beamformer outputs are
dded incoherently over six frequencies between 10 and 15 Hz to
et the contribution of one source. The total intensity distribution
ay then be seen as the sum of all source contributions.
Figure 6a shows an example of beamformer output for a single

ource whose location is indicated in Figure 7a. To highlight some
ropagation effects, we compare the angular position of the source
ith the angular direction of incoming energy. The difference ob-

erved indicates that energy has been deflected during the propaga-
ion into the medium between the sources and the region of receivers
about 10° for this particular source�. This change in direction is
aused by velocity variations in the medium. Such deflections �10°�
ay be caused by realistic relative-velocity heterogeneities of about

0% �see Figure 7a�. The deflection is different for the different
ources �see Figure 6b�, suggesting complicated wavefields at re-
eivers.

Assuming that the sum of beamforming results over sources rep-
esents the actual energy pattern at the center of the network, we can
efine the effective intensity distribution at receivers as the total of
aximum energy at every angle �see Figure 7b for an isotropic dis-

ribution of sources�. To get closer to theory conditions, we smooth
he distribution by averaging intensity in a sliding 40°-wide angular
indow �40° corresponding to the size of the end-fire lobe for the

requency considered�.
These results show that isotropic distribution of sources does not

ecessarily lead to isotropic distribution of intensity and thus does
ot correspond to the ideal isotropic illumination. These observa-
ions mean that intensity distribution is partly controlled by wave
ropagation in the heterogeneous medium surrounding the receiver
egion. The next section is devoted to quantifying the propagation
ffects on traveltime estimates to take them into account in the deter-
ination of a total error.

ncorporation of propagation effects in the estimation
f the error in traveltime

The previous section has allowed us to determine the contribution
f propagation to the intensity distribution. For the sake of simplici-
y, this contribution �displayed in Figure 7b� will be called Bp�� �.

To quantify the relation between propagation effects and travel-
ime estimates, we apply the theoretical expression given by equa-
ion 2 with B �� �. Note again that our analysis is done under the as-
p
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igure 5. Measured �cross� and predicted �dashed line� relative time
hifts for two kinds of source distribution. Theoretical values result
rom equation 2. Error bars correspond to standard deviation of the
8-pair measurements. The first case corresponds to a distribution of
he form B�� ��1�B1 cos�� �. Part �a� shows the shape of the dis-
ribution for B1�0 �isotropic source distribution� and B1��0.6
or which most of the energy comes from the direction � �180°.
ifferent values of B1 then correspond to different source intensity
istribution. Results of relative time shifts are presented in �b� for B1

volving from 0 to �0.6 and for positive �above� and negative �be-
ow� correlation time. The reference traveltime corresponds to the
orrelation function obtained for an isotropic distribution of sources.
second case is presented in �c� and �d�. The source distribution is of

he form B�� ��1�B2 cos�2� �, where energy direction is mainly
erpendicular to the receiver line. Relative errors on traveltimes
each 2%, with a large variance, for the case of a steep distribution
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umption of a local homogeneity of the medium in the vicinity of the
aths between the receivers. As Bp�� � varies azimuthally, effects on
pparent traveltimes will depend on the angular orientation of re-
eiver pairs. We found that relative time shifts may reach 1% for
ome particular receiver pair orientations �the larger errors are ob-
erved for directions of lower intensity in Figure 7b�. In other words,
aypath deflections due to medium heterogeneities may cause an er-
or in the traveltime estimate that is not negligible with respect to er-
ors caused by a nonisotropic source distribution as seen in Figure 5.
rom the estimate of the part of the error caused by propagation, how
ould we estimate the cumulative effect of medium heterogeneity
nd nonisotropy of sources on apparent traveltime?

We present here a simple analysis leading to an expression of the
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igure 6. �a� Angular distribution of speed of incoming energy of
allistic waves, resulting from plane-wave beamforming applied on
single source whose location is indicated in Figure 7a. The black

ine corresponds to the angular position of the source. The angular
oordinate system in �a�, �b�, and �c� is the same as the one displayed
n Figure 7. The azimuthal difference between the source position
nd the direction of incoming energy shows a deflection in the medi-
m during propagation between the sources and the region of receiv-
rs. Part �b� presents values of the deflection versus the azimuthal
osition of sources for the 240 sources considered. �c� Same as �a�,
xcept that we have considered the coda part of the signal �i.e., be-
ween 1.5 and 3 s� in the beamforming analysis instead of ballistic
aves. We note that considering the coda part of the signal makes the

ntensity distribution smoother.
otal bias. Consider a nonisotropic source distribution �Bs�� �
constant�. The actual intensity distribution may be written in first

pproximation as

B�� ��Bs�� ��Bp�� �, �3�

eading to an error of the form

� t�� ts�� tp. �4�

ntermediate steps are detailed inAppendix A.Aprediction of the ac-
ual error in traveltime due to nonisotropy could thus be obtained by
umming the predicted time shift due to nonisotropy in source distri-
ution, � ts �estimated in Figure 5�, and propagation effects, � tp.

To control the reliability of our analysis, we would like to compare
his bias estimate to reference traveltimes. The presence of active
ources near receivers allows us to directly acquire Green’s func-
ions between receivers of interest. These signals may thus be used to
btain reference measurements of traveltimes. The question is to
now if the apparent traveltimes from correlations, which are cor-
ected with � t �given by equation 4�, are consistent with this mea-
urement. Because both arrays are shifted by 12.5 m in both direc-
ions, we use the closest sources to the receivers considered and we
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igure 7. �a� Group-speed map of 12.5-Hz-period Rayleigh waves
btained from active data. Color represents the value of group veloc-
ty in m/s �from Gouédard, 2008�. Gray dots and black triangles rep-
esent respectively the 240 sources and 37 receivers considered for
he beamforming analysis. The black circle indicates the source cor-
esponding to Figure 6a and c. �b� Polar representation of the effec-
ive intensity distribution at receivers �gray line� for an isotropic dis-
ribution of sources �black dashed line�; �a� and �b� have the same
rientations.
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pply a correction on the time axis to correct for this distance differ-
nce. However, at the scale of precision considered here, direct mea-
urements are much less stable than correlation measurements, mak-
ng any comparison difficult. Different causes can explain the insta-
ility of direct estimates. First, the sources used in this case are vi-
rators producing source signals with a 1-m-side plate. Considering
eceivers separated by about 150 m, the spatial precision of the
ource location corresponds to the order of precision of the travel-
ime that we investigate �a few percent�. Furthermore, receivers con-
ist of clusters of 12 geophones, adding possible imprecisions. Fi-
ally, some spectral aspects may make comparisons difficult be-
ween the active signal and the correlation function because the
pectra of both signals are quite different and time estimates are
trongly sensitive to spectral contents.

itigation of the effects of nonisotropy: Correlation of
oda waves

Coda waves correspond to waves scattered from the heterogene-
ties in the earth �e.g., Aki and Chouet, 1975�. Scattering tends to

ake the wavefield more isotropic, depending on the distribution of
he scatterers in the medium and the lapse time considered in the
oda �Paul et al., 2005�. Even if the field is not completely isotropic,
he distribution of incoming energy should no longer be controlled
xclusively by the source distribution but also by the scatterer distri-
ution in the medium.

To study the influence of the source distribution when using coda
aves, we investigate how time shifts on correlations of coda waves
epend on the source distribution. We can note that, in case of perfect
sotropic coda wavefield, the expected bias will be zero �B��� ��0
n equation 2�. The idea is the same as with previous time-shift mea-
urements �see Figure 5�, but instead of correlating direct waves, we
elect a later part of the signal corresponding to coda waves �see Fig-
re 4b�. The diffuse regime is indicated by the linear energy decay in
ecibel scale in this window. To cancel this decay, the decrease of re-
orded amplitudes in this time window is compensated.As previous-
y, the reference waveform corresponds to the correlation function
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igure 8. Comparison between relative time shift measurements on
oda wave correlations �cross� and expectation from ballistic theory
iven by equation 2 �dashed line� for positive �above� and negative
below� correlation time. We consider a source distribution of the
orm B�� ��1�B2 cos�2� � �same as Figure 5c�. By contrast to
igure 5d, measurements are based on coda wave correlations. The
eference traveltime corresponds to the correlation function of coda
aves, obtained for an isotropic distribution of sources.
here of coda waves� obtained for an isotropic distribution of sources
nd we compare time shift measurements to the ballistic theory.

However, the signal-to-noise ratio is much lower for correlation
f coda waves �Gouédard et al., 2008a�. To get accurate time mea-
urements, we need to average correlations. Thus, in this section, we
easure time shifts on correlation functions averaged over the 18 re-

eiver pairs of different orientations considered before.
Results presented in Figure 8 show that the time shift with respect

o the reference is always approximately zero, suggesting that arrival
ime does not highly depend anymore on source distribution. As in
igure 5, this result does not correspond to a total error, but even if

his error is not zero �the scattered field may be still anisotropic�, this
ime shift is almost independent of the distribution of sources. This
an be related intuitively to equation 2 by considering that coda
aves make the intensity distribution smoother �see Figure 6a and
�. This leads to lower values of B��� � and, thus, smaller traveltime
ias. This result confirms the interest of using coda waves in many
pplications involving uneven source distribution because Figure 8
hows that we mitigate the traveltime bias caused by nonisotropic
ource distributions by a factor of 10.

CONCLUSION

We have shown a way to estimate the error made in traveltime es-
imated from correlations caused by nonisotropic recorded energy,
rovided that the azimuthal distribution is sufficiently smooth.

Nonisotropy in source distribution is one of the main causes of
onisotropic energy. But in the case of a heterogeneous medium be-
ween sources and the region of receivers, propagation may modify
he wavefield and make it more complicated, producing an addition-
l error in traveltime. We have seen in this study that this effect is not
egligible as compared to the effect of a nonisotropic source distri-
ution. This means that in the case of a very heterogeneous medium,
ropagation effects should be taken into account in the error estima-
ion. The method proposed in this paper provides a means to estimate
he traveltime error taking into account both effects, and allows us to
redict errors smaller than 1%.

We observe errors in the order of one percent. The influence of this
rror highly depends on applications. Whereas this amount will not
ntroduce misinterpretation in tomographic studies �recently con-
rmed by results from Yao and van der Hilst, 2009�, it may strongly
ffect the monitoring results, since we investigate much smaller rel-
tive velocity variations �smaller than 10�3�. Therefore, this work
ighlights the interest to estimate the effect of nonisotropic distribu-
ion of energy, thus allowing us to correct noise-based measure-

ents in monitoring studies for this effect.
We have seen that scattering may play a useful role in reducing

his error because correlating coda waves instead of ballistic waves
llows us to mitigate strongly the influence of source distribution in
raveltime estimates.
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APPENDIX A

ACTUAL INTENSITY DISTRIBUTION
FORMULATION AND ASSOCIATED

TRAVELTIME ERROR

The actual intensity distribution, taking into account both source
nd propagation effects, is written in the form

B�� ���
0

2�

B
p
*�� �,� �Bs�� ��d� �, �A-1�

here B
p
*�� �,� � describes the contribution of unit sources located in

� to intensity in � . In the first approximation we write

B
p
*�� �,� ��Bp�� �f�� �� �� �A-2�

nd we assume

f�� �� �� � � �� �� �� . �A-3�

y making this approximation, we neglect multipathing, consider-
ng that all energy in the direction � , i.e., Bp�� �, comes from a single
ource located in � .

Equation A-1 then simplifies as

B�� ���
0

2�

Bp�� �� �� �� ��Bs�� ��d� �, �A-4�

B�� ��Bp�� ��Bs�� � . �A-5�

The approximation used here is particularly valid in moderately
eterogeneous media or when sources are not too far from receivers
in the case considered, source-receiver separation is approximately
��. Such values make this approximation usable in longer-period
eismology, for example, in the primary and secondary microseism
and �5–15 s� and for station distances in the order of 50–150 km
Shapiro et al., 2005�.

From equation A-5 we derive

B��� ��Bs��� ��Bp�� ��2�Bs��� ��Bp��� �

�Bs�� ��Bp��� � . �A-6�

ecause the correlation function does not distinguish between posi-
ive and negative � , we can write any distribution as a symmetric
istribution. That’s why we write Bs in a Fourier series of cos�� � and
or � 0�0° or � 0�180°, Bs��� 0��0.

Then,

B��� 0��Bs��� 0��Bp�� 0��Bs�� 0��Bp��� 0�, �A-7�

B��� 0�
B�� 0�

�
Bs��� 0�
Bs�� 0�

�
Bp��� 0�
Bp�� 0�

, �A-8�

nd from equation 2

� t�� ts�� tp. �A-9�
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