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Abstract: Passive methods for the recovery of Green’s functions from
ambient noise require strong hypotheses, including isotropic distribu-
tion of the noise sources. Very often, this distribution is nonisotropic,
which introduces bias in the Green’s function reconstruction. To mini-
mize this bias, a spatiotemporal inverse filter is proposed. The method is
tested on a directive noise field computed from an experimental active
seismic data set. The results indicate that the passive inverse filter allows
the manipulation of the spatiotemporal degrees of freedom of a complex
wave field, and it can efficiently compensate for the noise wavefield
directivity.
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1. Introduction

Passive imaging methods are based on the extraction of information contained in an am-
bient background wavefield through reconstructing the Green’s function between the sen-
sors. These methods were first developed in the field of helio-seismology1 and acoustics,2

and they have seen growing interest in seismology over the last decade.3–8 Despite re-
markable passive imaging results that have been obtained from cross-correlation techni-
ques,6,9,10 the hypothesis of the homogeneous repartition of sources11 for exact Green’s
function reconstruction is rarely achieved. In geophysics, for example, the seismic ambi-
ent noise has been shown to be directive12,13 and most experimental results can suffer
from the effects of the nonisotropic illumination of the receiver array. As a consequence,
the improper Green’s functions estimation can lead to bias in wave-speed estimation,
which will impact upon the tomography results.14,15 Different methods have been pro-
posed to improve the correlation techniques, such as statistical approaches based on
source-distribution models16 or propagation-medium models.17 Deconvolution methods
have also been demonstrated, both theoretically and numerically, to be able to correct
part of the bias in the estimated Green’s functions.18–20 Finally, the correlation of the
coda of the correlation (C3) method21 minimizes the directivity bias by using seismic sta-
tions as virtual sources and the multiple scattered part of the wavefield.

The approach proposed in this study is inspired by the spatiotemporal inverse
filter22 that was developed as an improvement of time reversal focusing on the case of a
set of controlled active sources.23 In a passive configuration, so without active sources,
the cross correlations can be interpreted as a time-reversal operation through a virtual
time-reversal mirror that is made of noise sources.24,25 Similarly, the principle of the
inverse filter can be extended to the passive configuration. With such a passive inverse
filter, the spatial distribution of noise sources is made homogeneous, which leads to
improved Green’s function reconstruction compared to the standard cross correlation.
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2. Inverse filter: Basic principle

The inverse filter method developed by Tanter et al.26 is based on the matrix formalism
of the propagation operator H between a set of sources and receivers that accounts for all
of the propagation effects within the medium at a given frequency x. For each source–
receiver couple ði; jÞ, the impulse responses hij tð Þ are measured by recording the impulse
response on receiver j for a pulse-like emission from source i. According to linear system
theory, the response rj tð Þ on a receiver j to a sum of emitted signals ei tð Þ; 1 � i � Ns, is a
convolution product between the emissions and the impulse responses hij tð Þ:

rj tð Þ ¼
XNs

i¼1

hij tð Þ � ei tð Þ; 1 � j � Nr: (1)

In the Fourier domain, Eq. (1) yields to the linear relationship between the emission and
receiving column vectors, respectively E xð Þ ¼ Ei xð Þ½ �1�i�Ns

and R xð Þ ¼ Rj xð Þ
� �

1�j�Nr
,

through the propagation matrix H xð Þ:
R xð Þ ¼ H xð Þ � E xð Þ : (2)

Each complex Nr �Ns matrix H xð Þ is a Fourier component of the propagation opera-
tor. The inverse filter approach consists of choosing an objective vector for the receiv-
ing vector [Eq. (3)], with zeros everywhere except on j:

RIF
j ¼ 0 … 0 1 0 … 0f g : (3)

This ideal objective vector is reached for the emission of EIF
j ¼ H�1 � RIF

j according to
Eq. (2). This objective vector corresponds to a ponctual focusing without any side
lobes. In practice, this ideal focusing is bounded by the spatial sampling and the finite
dimension of the array. The inversion process of H is highly sensitive to these spatial
constraints and to the experimental noise. As proposed by Tanter et al.,22 a singular
value decomposition of H is performed to select singular values above the noise level,
and to avoid the inversion of noise components. This inversion is the critical step for
the method and requires careful selection of the singular values. The noise-filtered inverse
matrix ~H�1 is used to compute the ideal emission ~EIF

j ¼ ~H�1 � RIF
j . Then, the focus pat-

tern wj xð Þ that results is given by the substitution of the emission vector in Eq. (2):

wj xð Þ ¼ H ~H�1 � RIF
j : (4)

Finally, an inverse Fourier transform gives wj tð Þ ¼ wjk tð Þ
h i

1�k�Nr

. Each component

wjk tð Þ corresponds to the optimal temporal signal refocusing on point j observed on re-
ceiver k.

3. Application to seismic data

The inverse filter has mainly been applied to data on linear arrays,27–29 although there
is no geometrical restriction for the source or receiving arrays. In this study, the inverse
filter is applied to a complex 2D geometry of sources and receivers [Fig. 1(a)]. This
specific geometry arises from an active seismic data set,30 which includes 1600 sources
and 1600 receivers spread out every 25 m on a 1 km� 1 km regular grid. This high
density of the sources and receivers is a very interesting characteristic of this data set.
Using an appropriate set of sources and receivers, these data have already been used
to study the dependence of the Green’s function retrieval, using cross-correlation meth-
ods as a function of the source spatial distribution.14,15 Here a specific spatial source
distribution, with 70% in the top half-space, was chosen to create strong wavefield direc-
tivity. During this active seismic survey, the sources (vibrating trucks) were located at
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386 different positions and the 4 s long responses hij tð Þ (for source i and receiver j) were
recorded on a grid of 15� 15 geophones [Fig. 1(a)]. In a 7–25 Hz frequency bandwidth,
the wavefield is dominated by surface waves with an average speed of 1000 m=s.

To compare with the inverse filter approach, the classical cross-correlation
Cjk tð Þ is first computed between receivers j and k:

Cjk tð Þ ¼
XNs

i¼1

hij �tð Þ � hik tð Þ : (5)

As often used in seismology, a whitening process is systematically applied to the sig-
nals. The cross correlation computed for the line of 15 receivers (1 � k � 15) are dis-
played as bold points in Fig. 1(a). The focus point j ¼ 1 (indicated by a cross) was
chosen to reinforce the spatial nonisotropy of the source distribution. The cross-
correlation C1k tð Þ is equivalent to a time-reversal field for a source located at receiver
j ¼ 1, observed on k, through a mirror constituted by the Ns sources.24 Consequently,
the cross-correlation field, Fig. 1(b), can be interpreted as a time reversal spatiotempo-
ral focusing with a converging wave at negative time, a collapse on the receiver j ¼ 1
at t ¼ 0, and then a diverging wave at positive time. Coming from the half-space with
a high number of sources, converging waves (t < 0 s) have larger amplitudes than
diverging waves (t > 0 s) issued from the half-space with a lower number of sources
that barely emerges from the background noise. This temporal asymmetry is observed
in many cross-correlation experiments15 and it can be related to the improper spatial
repartition of the sources. In our controlled experiment, the low diverging wave ampli-
tude is thus due to the lack of sources in the bottom half-space.

In a second step, the inverse filter approach is used to focus the wavefield on
receiver j, according to the objective vector defined in Eq. (3). The propagation opera-
tor H is constructed from the experimental responses hij tð Þ, and the singular values are
selected for each frequency to construct the noise-filtered matrix ~H�1. In practice, all
of the values that are 5 dB above the noise area are conserved, which represents from
40 to 70 singular values. The noise is characterized by an exponential decrease in the
singular values.22 The field computed from the spatiotemporal inversion w1k tð Þ given
by Eq. (4) is represented in Fig. 1(c). The converging and diverging waves have the
same amplitudes, as if the spatial distribution of the sources was uniform. The inverse
filter can modulate the amplitude of each source according to the receiving objective

Fig. 1. (a) Experimental geometry of the active seismic data: Nr ¼ 225 receivers (points) distributed on a grid of
400� 400 m surrounded by Ns ¼ 386 sources (circles). The spatial distribution of the sources was chosen to cre-
ate nonisotropic illumination with 70% of the sources in the top half-space (Y> 0). (b) The cross-correlation
functions C1k tð Þ½ �1�k�15 along the receiving line (bold points in a) have a temporal asymmetry due to the spatial
repartition of sources. (c) The inverse filter w1k tð Þ½ �1�k�15 provides significant improvement to the temporal sym-
metry by recovering the diverging waves (t > 0 s) coming from the few sources of the bottom half-space.
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vector, which mitigates the lack of sources in the bottom half-space. This preliminary
study confirms that even for complex 2D arrays, the focused field can be spatially opti-
mized by the use of the inverse filter approach. As for ultrasonic experiments, the
inverse filter method shows better manipulation of the spatiotemporal degrees of free-
dom for Green’s function reconstruction. In the following, this approach is adapted to
a passive configuration, where the sources are not controlled anymore.

4. Noise field

In the previous case, each active source was separately recorded on a set of receivers.
In contrast, this source control is lost in a noise experiment. Thus, in a passive configu-
ration, a wavefield generated by randomly activated sources is recorded on the
receivers. The noise is created by a random activation time that is applied to the set of
386 active sources, as schematized in Fig. 2. For each receiver j, a single long-time sig-
nal sj tð Þ contains all of the 4 s responses hij tð Þ. The activation time ti of each of the
386 sources was governed by a uniform distribution between t ¼ 0 and t ¼ 1300 s,
which yields many superpositions: 30% of each impulse response on average. A 0.2 s
minimum delay between two consecutive ti’s provides a constraint for temporal reparti-
tion of the intensity. Through this noise construction, the temporal and spatial infor-
mation of sources is lost. Even if the peaks are still visible in Fig. 2(b), none can be
identified for a specific source. Nevertheless, the spatial nonisotropy of the 386 sources
is conserved. The cross correlation computed from this wavefield does not show

Fig. 2. A noise field is created from the active experimental data set. (a) Each response hij tð Þ is randomly
inserted into a unique temporal signal sj tð Þ (b) with the same random activation time ti for each receiver j. Spa-
tial and temporal information of the individual sources is lost during this operation, although the global reparti-
tion of the sources remains nonisotropic. (c) As in the active case, the response to the passive inverse filter
½ŵ1k tð Þ�1�k�15 shows a temporal symmetry that is independent of the spatial source distribution.
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significant differences to Fig. 1(b): only the acausal part of the Green’s function is well
reconstructed. Compared to experimental noise, the use of reconstructed noise has
been preferred for two reasons. First, the nonisotropic property of the complex wave
field can be controlled through the spatial distribution of active sources, as described
in Fig. 1(a). Second, the ideal focus computed by the inverse filter [Fig. 1(c)] provides
reference of optimized use of the information available in the wavefield.

5. Passive inverse filter

In a passive configuration, the propagation matrix between sources and receivers is
replaced by a noise-like data set recorded on a receiver array. For this goal, the noise
sj tð Þ on each receiver j is truncated into 6 s long overlapping windows
ĥij tð Þ; 1 � i � 722. These parameters were chosen so that, on average, each window
contains at least two impulse responses. The basic idea consists of considering each
segment as the response to an effective source. This effective source is not an actual
point source as each segment is composed of partially overlapping responses of several
unknown sources. However, the combination of the responses of these effective sources
can be optimized through the inverse filter process. The signals ĥij tð Þ constitute, in the
Fourier domain, a new propagation operator Ĥ, which is used for the inverse filter
approach, as described in Secs. 2 and 3. As in the active case [Fig. 1(c)], converging
and diverging waves of the passive inverse filter refocusing ŵjk tð Þ [Fig. 2(c)] have the
same amplitude. In a passive configuration without control of the sources, the inverse
filter still played its role, by modulating the amplitude of each effective source, such
that the optimal spatial focus can be reached.

So far, the focused field has been observed on a line of receivers in the case of
a focus point placed at the bottom of the observation space [Fig. 1(a)], to reinforce the
spatial nonisotropy of the source distribution. In the following, the focused fields
through correlation and the inverse filter [Cjk tð Þ and ŵjk tð Þ] are computed on the whole
15� 15 geophone grid. A spatial average is performed with respect to the focal point,
which explores all of the grid (1 � j � 225). Two pictures of the spatial and temporal
focus were selected before and after the collapse time (t ¼ 0). With cross correlation,
the amplitude of the converging [Fig. 3(a)] or diverging [Fig. 3(c)] waves clearly reveals

Fig. 3. (Color online) Clichés of Green’s function reconstruction from cross-correlation hCjk tð Þij [(a)–(c)] and
from the passive spatiotemporal inversion hŵjk tð Þij [(d)–(f)]. The collapse time is taken as the reference t ¼ 0 ms.
Before (t ¼ �240 ms) and after (t ¼ þ160 ms), the converging and diverging waves are clearly visible. However,
the energy distribution is more isotropic with the passive inverse filter and gives a better Green’s function recon-
struction than with correlation. The arrows indicate the propagation direction.
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the spatial distribution of the sources, as most of the intensity before the focus comes
from one half-space. However, with the inverse filter approach [Fig. 3(d)–3(f)], the
energy distribution is more isotropic: Converging and diverging waves have an almost
ideal isotropic distribution of amplitude. The improvement in the Green’s function re-
trieval is possible because of the presence of a few sources in the bottom half-space.
Indeed, without any source in the bottom half-space, some spatial frequencies miss in
the recorded wavefield and only a biased Green’s function would be reconstructed.
However, even in this unfavorable case, spatial heterogeneities can act as virtual sour-
ces and produce the missing spatial frequencies through scattering. The inverse filter is
then only limited by the ability of the measurement device to record the direct wave-
field or some scattered wave field component in any direction. Finally, in the case of
an anisotropic medium, the inverse filter technique leaves unchanged the anisotropic
nature of the medium itself, despite an isotropized spatial distribution of the wavefield
intensity.

6. Conclusion

The inverse filter approach is based on the use of a propagation matrix between
sources and receivers in order to optimize the spatial and temporal focusing. The
improvement in the temporal symmetry of the focus, or as its equivalent, of the
Green’s functions, computed by the inverse filter is evidence that the wavefield directiv-
ity is made homogeneous. The present study demonstrates that the control of sources
is not essential for the inverse filter process, and it extends its application to a passive
configuration without spatial or temporal information on sources. The ability of the
passive inverse filter to be used to extract the unbiased Green’s function in the case of
a nonisotropic noise field is a promising improvement for passive imaging methods.
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