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Abstract—The development of fault interaction models has triggered the need for an accurate

estimation of seismicity rate changes following the occurrence of an earthquake. Several statistical methods

have been developed in the past to serve this purpose, each relying on different assumptions (e.g.,

stationarity, gaussianity) pertaining to the seismicity process.

In this paper we review these various approaches, discuss their limitations, and propose further

improvements. The feasibility of mapping robust seismicity rate changes, and more particularly rate

decreases (i.e., seismicity shadows), in the first few days of an aftershock sequence, is examined. To this aim, the

hypothesis of large numbers of earthquakes, hence the use of Gaussian statistics, as is usually assumed, must

be dropped.

Finally, we analyse the modulation in seismicity rates following the 1992, June 28 Mw 7.3 Landers

earthquake in the region of the 1992, April 22Mw 6.1 JoshuaTree earthquake.Clear instances of early triggering

(i.e., in the first few days) followed by a seismicity quiescence, are observed. This could indicate the existence of

two distinct interaction regimes, a first one caused by the destabilisation of active faults by the travelling seismic

waves, and a second one due to the remaining static stress perturbation.
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1. The Need for Estimating Reliable Seismicity Rates

The recent development of fault interaction models has underlined the practical

need for statistical estimations of seismicity rates. Of particular importance is the

question of how such rates evolve with time, as for example following the stress

redistribution caused by the occurrence of an earthquake. Only with the systematic

comparison between model predictions and the actual seismicity dynamics, as

observed through such rate estimates, can further progress be made towards a global

understanding of what are the significant processes (and their associated time scales)

at work in fault interactions.
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A timely example is provided by the question surrounding seismicity shadows,

and their relation to dynamic stress triggering. Their absence, as argued by

FELZER et al. (2003), could be seen as a proof that dynamic stress triggering

controls most of the seismicity changes at all time scales. Observation of

aftershocks occurring very early—e.g., up to days—in the aftershock sequence (see

section 3), in zones modeled as static stress shadows and that indeed experience a

slowing down of the seismicity at longer time scales, can be interpreted as due to

a regime of dynamic triggering that acts on the most unstable faults (VOISIN et al.,

2004). The slip-dependent friction model of VOISIN et al. (2000), applied to the 1980

Irpinia sequence, and the rate-and-state friction model studied by BELARDINELLI

et al. (2003), both predict that the time scale of such triggering is short, so that the

two regimes of dynamic and static triggering can be distinguished in time. Although

seismicity shadows are indeed uncommon, as observed in the first year following

the 1989 Loma Prieta, the 1992 Landers and the 1994 Northridge earthquakes

(MARSAN, 2003), instances of rate decreases coincident with the occurrence of a

main shock have been documented by TODA and STEIN (2003) and WOESSNER et al.

(2004), in the case of the 1997 Kagoshima sequence, prompting the claim that

dynamic triggering might not be significant (TODA and STEIN, 2003) in modulating

the local pattern of seismicity. That such diverging conclusions have been reached

in recent years shows the need for developing a common statistical framework

designed to detect seismicity shadows, along with an estimate of their life-time. A

general consensus on such a method has yet to be reached.

More generally, a key issue in fault interaction modelling is the relation between

stress changes and seismicity dynamics. The comparison of a relation, as for

example stemming from laboratory-based friction models, against actual earthquake

population dynamics (TODA et al., 1998; DIETERICH et al., 2000; TODA and STEIN,

2003), requires that the latter is rigorously described. In particular, statistical

measures of the seismicity changes and their significance (i.e., whether they are

anomalous or could be due to pure luck) necessitate the use of a null hypothesis

regarding the seismicity dynamics that properly accounts for its non-stationarity.

The present paper aims at describing previous efforts in developing such a

method (section 2). The case of the seismicity changes following the 1992 Landers

earthquake in the epicentral zone of the 1992 Joshua Tree earthquake will serve as an

illustration (section 3).

2. Methods for Measuring Seismicity Rate Changes

2.1 General Framework

The general framework for estimating seismicity rate changes can be formalised

as follows (cf. Fig. 1):
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1. Given a crustal volume V ;

2. Knowing ftig the times of occurrences of the earthquakes in V between time 0 and

time T ;
3. How can we estimate the earthquake occurrence rate k1, in the time interval

T0 þ d1; T0 þ d2½ �, with 0 < T0 þ d1 < T0 þ d2 < T ?
4. And how ‘anomalous’ is this estimated rate compared to the expected rate k0, in

relation to the occurrence of a particular event (e.g., a large earthquake) at time T0

(see below for more explanations)?

Items 3 and 4 require the description of earthquake occurrence in terms of a Poisson

temporal process, i.e., an infinitely divisible stochastic process such that the number

of earthquakes in any interval ½t; t þ d� follows a Poisson distribution with mean

kðt; t þ dÞ ¼
Ztþd

t

ds kðsÞ: ð1Þ

This process is fully described by the mean rate kðtÞ defined on the interval ½0; T �. A
crucial aspect is that the observed earthquake times ftig are only realisations of

Figure 1

The seismicity change occurring between T0 þ d1 and T0 þ d2 is estimated by comparing the Poisson mean

k1, such that the number m of earthquakes actually occurring in the time interval is a realisation of a

Poisson distribution with mean k1, with the expected Poisson mean k0 that would be predicted by a

seismicity model if the seismicity time series was only known up to time T0.

Vol. 162, 2005 Methods for Measuring Seismicity Rate Changes 1153



the Poisson process defined by the mean rate k on the interval ½0; T �: The unknown is

the Poisson mean k1 ¼ k T0 þ d1; T0 þ d2ð Þ, which can only be estimated from the

observed times ftig. The number m of earthquakes in T0 þ d1; T0 þ d2½ � is then a

realisation of the Poisson distribution P ðmÞ ¼ exp �k1ð Þkm!
1 =m!. It is therefore

expected that item 3 results in a distribution of the estimate k̂1 of the unknown k1,
hence a probability density function, or pdf, f1 k̂1

� �
. This important point is

sometimes overlooked, leading to claims that the sample rate m=ðd2 � d1Þ is the

seismicity rate of interest while m is only a realisation of the actual Poisson random

variable with mean k1, which can only be known through an estimate k̂1 and its pdf

f1 k̂1
� �

.

Item 4 is certainly the most difficult to address, and is at present what limits our

ability to propose a general and unambiguous method. When estimating a change in

the seismicity rate, related to the occurrence of an earthquake at time T0, we need

to know what distribution should follow the Poisson mean k0 in T0 þ d1; T0 þ d2½ �
if the seismicity had not been perturbed at T0. This can be done by assuming that the

seismicity is only known up to T0, and then by modelling, i.e., extrapolating,

the expected mean k0 between T0 þ d1 and T0 þ d2. This comparison between the

estimates k̂1 and k̂0 of the actual mean k1 and of the expected mean k0, respectively,
will allow us to estimate whether a significant change in seismicity has been

experienced by the crustal volume V . In order to estimate the pdf of k̂0, a model for

the seismicity process kðtÞ knowing fti < T0g is required. This procedure is equivalent
to transforming the non-stationary seismicity point-process ftig into a stationary

process fsig such that ti ! si ¼ k 0; tið Þ ¼
Rti
0

ds kðsÞ, e.g., the residual analysis of

OGATA (1988).

In the next two sections, we discuss the various methods used to implement items

3 and 4, and more particularly (1) how the distribution of the expected (predicted)

mean rate k̂0 can be estimated, and (2) how the change in seismicity and its

significance can be measured, as the departure of the pdf of k̂1 (Poisson mean

conditioned by the observed fT0 þ d1 < ti < T0 þ d2g) from the pdf of k̂0 (expected

Poisson mean deduced from the seismicity model, conditioned by the observed

f0 < ti < T0g).

2.2 Seismicity Models and Prediction of the Poisson Mean k0 (Null Hypothesis)

A probabilistic model of earthquake occurrence must be proposed, that is only

conditioned by the occurrence times fti < T0g (and possibly by other source

parameters like the magnitude), in order to estimate what a normal rate of occurrence

should be during T0 þ d1; T0 þ d2½ �. This corresponds to building a null hypothesis

against which the real seismicity process in T0 þ d1; T0 þ d2½ � must be tested. The fact

that changes in the choice of the null hypothesis can lead to significant changes in the

seismicity estimates is a testimony of the difficulty of selecting a suitable model.
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Many point-process models of seismicity have been proposed, see VERE-JONES

(1992) and OGATA (1999) for reviews. It is not intended here to give an extensive

review of these models, but rather to describe the ones that have been used in order to

compute seismicity rate changes following large earthquakes. No consensus exists at

present as to which model one should systematically resort to for the present

purpose. MATTHEWS and REASENBERG (1988) and associated further work (REA-

SENBERG and MATTHEWS, 1988; REASENBERG and SIMPSON, 1992; KILB et al., 2000;

GOMBERG et al., 2001; along with WYSS and WIEMER, 2000) used the declustering

algorithm of REASENBERG (1985) to only preserve the part (‘background’ seismicity)

of seismicity considered as being devoid of aftershocks. Such a type of construction is

not pertinent to the present problem (OGATA, 1992; MARSAN, 2003), most

particularly because the aftershocks triggered by the earthquake that occurred at

T0 are clearly of paramount importance when estimating whether a region has

undergone a positive or a negative rate change. Aftershocks need to be kept rather

than discarded.

The simplest approach was followed by TODA et al. (1998, 2002) and TODA and

STEIN (2003) who assumed stationarity of the process, so that a well-defined

background rate can be estimated from past seismicity, and compared to the rate of

aftershock production. This should generally be avoided, as any long-lasting

seismicity trends, such as previous aftershock sequences still ongoing at the time of

the main shock occurrence, will contaminate these estimates. This typically leads to a

systematic underestimation of the rate change (MARSAN, 2003; FELZER et al., 2003).

Also, the choice of the time interval for calculating the a priori (background) rate is

arbitrary.

WOESSNER et al. (2004) analysed the changes caused by the 2nd main shock of the

1997 Kagoshima sequence on the seismicity pattern triggered by the 1st main shock.

They modeled the evolution of this early seismicity using the modified Omori-Utsu

law (UTSU, 1961), and added complexity to this model by embedding secondary

aftershock sequences when felt necessary (UTSU, 1970; see also OGATA and

SHIMAZAKI, 1984, who modeled the aftershock sequence of the 1965 Rat Islands

earthquake using a double Omori-Utsu law). They systematically tested for the

goodness of fit using a Kolmogorov-Smirnov test.

MARSAN (2003) tested several models: (a) an autoregressive model, which proved

not to be well adapted to this specific task as it systematically overestimates the future

rate during rate-decaying aftershock sequences; (b) a sum of N power-laws (UTSU,

1970), which generalizes the model of OGATA and SHIMAZAKI (1984) and WOESSNER

et al. (2004); (c) the ETAS model (OGATA, 1988), both in its continuous and discrete

forms, the latter being much less computationally expensive than the former. The

ETAS model is a linear Poisson process that fully develops the embedded cascade of

secondary, tertiary, ..., aftershocks. While it certainly is a very good model for the

present purpose of predicting an unperturbed seismicity state, its numerical treatment

can raise some practical difficulties. Inversion of its parameters is not robust, and

Vol. 162, 2005 Methods for Measuring Seismicity Rate Changes 1155



frequently yields unstable models (i.e., models characterised by a branching ratio —or

mean number of earthquakes triggered by an earthquake— greater than one). Also,

this inversion and the subsequent Monte-Carlo simulations (see section 2) required to

estimate the pdf of k̂0 (predicted Poisson mean) can be computationally onerous, the

more so when this procedure is iterated to many grid cells. Finally, it is assumed in this

model that the onsets of the power-law decaying rate changes must coincide with the

occurrence of earthquakes reported in the analysed catalogue. The fluctuations in

seismicity in any given cell/region caused by an earthquake located outside it are

therefore badly modeled. An improvement would consist in considering space-time

ETAS models (see VERE-JONES, 1992, and OGATA, 1999, for reviews). However, even

the simplest, not to say simplistic, isotropic space-time kernels require an even longer

and less robust inversion of the model parameters.

The ETAS model was developed and used by OGATA (1988, 1992) and OGATA

et al. (2003) to detect anomalous quiescences preceding or following large

earthquakes. Distinct parameter sets of the model over distinct time intervals can

be obtained, according to a selection criterion. As mentioned previously, the residual

analysis performed in these studies consists in transforming the nonstationary

Poisson process ftig into a stationary one fsig. Deviations from stationarity of this

transformed process fsig are then searched for. A particularity with the work of

OGATA (1988, 1992) and OGATA et al. (2003), compared to the one proposed here, is

that the best fitting model was estimated for the complete time interval ½0; T � rather
than on the a priori interval 0; T0½ �. Normality has then a stronger sense: if the

earthquake occurring at time T0 triggers numerous aftershocks of which decaying

rate is well modeled by the best-fitting model, then no anomalous behaviour is

reported. The present manuscript rather attempts to detail the changes in seismicity

that follow this earthquake, with no a priori knowledge of its occurrence.

2.3 Statistical Measures

In their pioneering work, MATTHEWS and REASENBERG (1988) developed a sound

and rigorous statistical framework for detecting seismicity patterns, even though they

accounted for the nonstationarity of the process by using the declustering algorithm

of REASENBERG (1985). While this method was primarily intended to analyse

precursory seismic quiescences (REASENBERG andMATTHEWS, 1988), it can equally be

applied to estimating seismicity changes following main shocks (REASENBERG and

SIMPSON, 1992; KILB et al., 2000; GOMBERG et al., 2001). They introduced the b
statistic, as a measure of the significance of the departure from stationarity in the

seismogenic process (i.e., their null hypothesis after the catalogue has been declustered

is that the remaining ‘background’ seismicity is stationary), along with a maximum

likelihood estimate q̂ of the rate ratio itself. Given that n earthquakes occurred in the

total time of observation ½0; T �, the number m � n of earthquakes falling in the

interval T0 þ d1; T0 þ d2½ � follows a binomial distribution. This micro-canonical view
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(fixed total number n of earthquakes) can easily be extended to the more pertinent

canonical framework where the average number of events in the observation time

rather than the realised number is fixed. Recast in the same notations as section 2.1,

the expected number of earthquakes that should occur in T0 þ d1; T0 þ d2½ � follows a
Poisson distribution with mean k0 and standard deviation

ffiffiffiffiffi
k0
p

, so that a departure of

the observed number m from k0 becomes significant when it is higher than
ffiffiffiffiffi
k0
p

. Here

the distribution of k̂1 is taken as concentrated on m, which is the maximum likelihood

estimator (see below for a more complete construction): f1 k̂1
� �

¼ d m� k̂1
� �

, where

dð:Þ is the generalised Dirac function. The statistic b can therefore be redefined as

b ¼ m� k0ffiffiffiffiffi
k0
p : ð2Þ

Note that the seismicity model yields a pdf f0 for the estimate k̂0 of k0, so that this

relation should rather be integrated over this pdf:

b ¼
Z1

0

dk̂0 f0 k̂0
� � m� k̂0ffiffiffiffiffi

k̂0

q : ð3Þ

The development of MATTHEWS and REASENBERG (1988) is further based on

assuming large numbers n and m of events, which allows to approximate m, and

hence b itself, as normal random variables. Unfortunately, this assumption needs to

be relaxed when considering small or weakly active crustal volumes and short

durations of observation. Such an extension was done in MARSAN (2003), with the

definition of two measures: the probability of triggering P and the mean logarithm

Eflog r̂g of the rate ratio estimate r̂ ¼ k̂1=k̂0, in place of b and q̂ of MATTHEWS and

REASENBERG (1988). Knowing that m earthquakes occurred in T0 þ d1; T0 þ d2½ �, the
likelihood f1 of the mean k̂1 is

f1 k̂1
� �

¼ e�k̂1 k̂
m
1

m!
: ð4Þ

The probability that the interval T0 þ d1; T0 þ d2½ � has experienced a positive change

in seismicity is given by

P ¼ probability that k̂1 > k̂0 ð5Þ

¼
Z1

0

dk̂0 f0 k̂0
� � Z1

k̂0

dk̂1 f1 k̂1
� �

ð6Þ

which, along with equation (4), yields

P ¼ 1�
Z1

0

dk̂0 f0 k̂0
� �

P mþ 1; k̂0
� �

; ð7Þ
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where P is the incomplete Gamma function (seeMARSAN, 2003). In the null hypothesis

that the distributions of k̂1 and k̂0 are the same,P is a uniform randomvariable on ½0; 1�,
so that the condition P < � or P > 1� � should only occur with probability 2�. A

significant change in rate would for example be given by � ¼ 10�3 or less (99:9%

significance), i.e., it would take on average 103 random realisations of the null

hypothesis to see one suchP occurring by chance. Amore readablemeasure is given by

c ¼ �sign P� 1=2ð Þ � log10 minfP; 1�Pgð Þ: ð8Þ

If P ¼ 10�3, then c ¼ �3, hence indicating a (99:9%) significant rate decrease, while

if P ¼ 1� 10�3, then c ¼ þ3, i.e., a (99:9%) significant rate increase. An estimate of

the ratio of the change in rates is given by

E log10
k̂1

k̂0

( )
¼
Z1

0

dk̂1 f1 k̂1
� �

log k̂1 �
Z1

0

dk̂0 f0 k̂0
� �

log k̂0: ð9Þ

In the limit of very large numbers of earthquakes, these statistics are equivalent to the

ones of MATTHEWS and REASENBERG (1988).

Another measure of the significance of the change in seismicity rate was proposed

by HABERMANN (1983), and used by WYSS and WIEMER (2000) to estimate the

triggering and quiescence patterns following the 1992 Landers earthquake. The

statistic Z is a classical measure for testing whether two independent populations

have the same mean or not. In the present context, we need to discretize the time axis

in time bins of length d; the two intervals ½0; T0� and T0 þ d1; T0 þ d2½ � have N0 ¼ T0=d
and N1 ¼ D=d such bins, with D ¼ d2 � d1, respectively. If the numbers of

earthquakes mð1Þ0 ;mð2Þ0 ; . . . ;mðN0Þ
0

n o
and mð1Þ1 ;mð2Þ1 ; . . . ;mðN1Þ

1

n o
are all independent

realisations of the two independent random variables m0 and m1 with mean k0 and k1
and standard deviations r0 and r1 respectively, then the sample means

l0 ¼ 1
N0

mð1Þ0 þ mð2Þ0 þ � � � þ mðN0Þ
0

� �
and l1 ¼ 1

N1
mð1Þ1 þ mð2Þ1 þ � � � þ mðN1Þ

1

� �
converge

towards two independent normal random variables N k0; r00
� �

and N k1; r01
� �

with standard deviations r00 ¼ r0=
ffiffiffiffiffiffi
N0

p
and r01 ¼ r1=

ffiffiffiffiffiffi
N1

p
. The difference l1 � l0 is

then distributed according to N k1 � k0; rð Þ with r2 ¼ r020 þ r021 ¼
r2
0

N0
þ r2

1

N1
. The

random variable Z ¼ l1�l0

r therefore follows a N k1�k0
r ; 1

� �
distribution. To test

whether k1 significantly departs from k0, Z is computed and compared to Nð0; 1Þ,
which characterizes its distribution if k0 ¼ k1. Note that, given the assumption of

independence of the process, m0 and m1 are Poisson random variables, which leads to

redefining Z as

Z ¼
m T0

D � n0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n0 þ m

T 2
0

D2

q ð10Þ

with n0 and m being the number of earthquakes in ½0; T0� and ½T0 þ d1; T0 þ d2�. This
statistic strongly resembles the b statistic of equation (2), apart from the symmetric
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role now played by the a priori n0 and observed m numbers in defining the standard

deviation in the denominator. Like b, the statistic Z relies on approximating Poisson

distribution with normal distributions, which requires large numbers of earthquakes;

it is therefore not well adapted to a fine scale mapping of seismicity changes at short

time scales.

Finally, OGATA (1988) proposed the use of a method by SHIMIZU and YUASA

(1984) that transforms a Poisson law into a random variable well approximated by a

centered unit normal distribution Nð0; 1Þ. Departures from the expected Poisson

distribution are then documented with significance levels given in unit standard

deviations.

2.4 The Special Case of Seismicity Shadows

As discussed in section 1, seismicity shadows have been reported to be difficult to

observe (MARSAN, 2003) or even to be missing (FELZER et al., 2003; MALLMAN and

ZOBACK, 2003), for several instances of recent M6 to M 7:3 earthquakes in California.

Before embarking on such an analysis, it has first to be noted that a seismicity

shadow, i.e., a decrease in the seismicity rate at t > T0, can go undetected if the

crustal volume V under scrutinity is too small, or if the time of observation is too

short. Both conditions can lead to a small expected rate k0, in which case the analysis

is very strongly biased towards triggering.

To illustrate this, consider a case where only k0 ¼ 2 earthquakes / year are

expected (on average) to occur in V in the time interval T0 þ d1; T0 þ d2½ �. It will then
take approximately 6 months of observation to ascertain that earthquakes are

missing, if V has indeed been subjected to a complete shutdown of its seismicity; this

duration increases to 2.4 years if a 99% significance level is required, see below. On

the other hand, if V undergoes an enhancement of its seismicity rate, this triggering will

be detected unambiguously for much shorter observation durations. As an example, an

increase will be reported to exist at the 99% significance level, with no ambiguity, after

about 1 to 2 days if the seismicity is increased by a factor r ¼ 100, see Figure 2.

Figure 2 (see also the Appendix) gives the ensemble-averaged c value of equation

(8) and Eflog10 r̂g of equation (9), vs. the duration D ¼ d2 � d1 of observation, in the

case f0 k̂0
� �

¼ d k̂0 � 2
� �

, i.e., k̂0 is concentrated on 2 earthquakes / unit time (dð:Þ
being the generalised Dirac function), and for several cases of seismicity change. In

the most extreme case of a total shutdown of the seismicity (yielding values of

Eflog10 r̂g and c very close to the ones for r ¼ 0:01 of Figure 2, for 0 < D � 10 years),

the first ’ 3.6 months will, on ensemble average, be reported as showing an increase

of seismicity. The significance of this increase will even be high (c > 2, hence a 99%

significance level) for the first ’ 1.8 days. A seismicity shadow will only be reported

with a 99% significance or better for D > 2.4 years. At D ¼ 2.4 years, the estimated

mean of the log-ratio Eflog10 r̂g is found to be ’ �0:93, instead of the expected �2.
Figure 3 shows the two measures Eflog10 r̂g and c at this time scale of D ¼ 2.4 years,
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for a varying rate change ratio r. A correct estimate of r is obtained after D ¼ 2.4

years for r roughly above 10�1 (Fig. 3, top graph), but with a low significance

(c ’ �1:5 for r ¼ 10�1). In all cases, E log10 r̂f g eventually converges to the correct

value log10 r, as t!1, with c going to plus or minus infinity. This case t!1 of

very large numbers of earthquakes is essentially the one treated by MATTHEWS and

REASENBERG (1988).

As illustrated in this example, there exists a minimum duration of observation

required, on ensemble average, in order to observe a seismicity shadow at a given

(high) significance level. This is also true for unambiguously detecting triggering, but it

implies shorter durations for a similar level of significance: at very short time scales,

Figure 2

Eflog10 r̂g (top graph) and c (bottom graph) vs. observation duration D in years, for r ¼ 100 (�), r ¼ 1 (()

and r ¼ 0:01 (�), and k0 ¼ 2 earthquakes/year. For r ¼ 100, Eflog10 r̂g > 2 for 0 < D � 10 years. The 99%

significance levels are indicated for c (dashed lines), along with the two values log10 0:5 and � log10 0:5

(continuous lines) between which c is excluded by construction, see equation (8). The vertical error bars in

the top graph have a length that is twice the standard deviation of log10 r̂.
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there is no possibility of distinguishing between various values of r, hence a low

resolution of the method and the ambiguity on the actual seismicity rate change. This

asymmetry between triggering and quiescence can lead to the spurious observation of

triggering in regions actually experiencing a slowing down of their seismicity. MARSAN

(2003) proposed a correction to the method in order to unbias Eflog10 r̂g (see

Appendix A of MARSAN, 2003). However, this correction is only possible for time

scales of the order of 1=k0, and the gain in accurracy obtained by introducing it is

therefore limited to the transition regime between undetectability and detectability of

the seismicity shadow.

A solution to this problem is to make sure that k0 is large enough, either by

increasing the size of the region V , or by adjusting the duration of observation. The

former approach was taken by WYSS and WIEMER (2000), and the second by FELZER

et al. (2003). In the first case, other issues can arise when the crustal volume V is

Figure 3

Eflog10 r̂g (top graph) and c (bottom graph) vs. rate change ratio r at D ¼ 2:4 years, for k0 ¼ 2

earthquakes/year. The estimator Eflog10 r̂g yields correct values of r (dash-dotted line, top graph) for

ratio r greater than about 10�1. The 99% significance levels are indicated for c (dashed lines). The vertical

error bars in the top graph have twice the length of the standard deviation of log10 r̂.
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composed of two subvolumes VA and VB subjected to triggering and quiescence,

respectively. This can typically be the case when V probes the fault (or its proximity)

that slipped at time T0, or when V is too large compared to the rupture length of the

earthquake that occurred at T0. A simple handwaving argument indicates that if VA

and VB both have an expected number of say 10 earthquakes for the observation

duration D, and that VA experiences a rA ¼ 102 increase and VB a rB ¼ 10�2 decrease

of their seismicity, then, assuming independence of the two subvolumes VA and VB,

the overall volume V ¼ VA þ VB is characterised by a rate change ratio r of the order

of 10�102þ10�10�2
10þ10 ¼ 50, hence a strong triggering. A more careful estimate, based on

the development of section 3, gives that, on ensemble average, Eflog10 r̂g ¼ 1:70

which is equal to log10 50 with a very good precision, along with c > 14 (resolution

limit of the floating type of the mathematical software used). This asymmetry comes

from the nonlinearity of the logarithm of the rate change ratio log r with the

logarithm of the rate change: log r ¼ log k0rAþk0rB
2k0

¼ log rAþrB
2 is not equal to the mean

1
2 log rA þ log rB½ �.

Seismicity shadows will therefore go unnoticed if their spatial extent is smaller

than the resolution scale of the grid (while seismicity triggers will not). It then

becomes a problem to choose circular regions with a radius adjusted so that the

expected rate k0 becomes large enough, as is sometimes done (e.g., WYSS and

WIEMER, 2000). If the objective of the analysis is to detect seismicity shadows, then a

more appropriate procedure for selecting the shape and the size of the region must be

adopted. This will be attempted in section 5.

FELZER et al. (2003) estimated the rate change ratio r̂ ¼ t0=t1 by comparing the

time t1 it takes for the first N earthquakes to occur immediately after T0, to the time t0
for the last N earthquakes to occur prior to T0, with N ¼ 5 or less. The mean log-ratio

Eflog r̂g is then no longer bounded in the Eflog r̂g � 1 or the Eflog r̂g 	 �1
directions. The significance, or probability of triggering defined in equation (7), then

becomes

P ¼
Z1

0

dk̂0
k̂0t20
N2

e�k̂0t0=N
Z1

k̂0

dk̂1
k̂1t21
N2

e�k̂1t1=N ð11Þ

¼ r̂2 r̂ þ 3ð Þ
r̂ þ 1ð Þ3

ð12Þ

still with r̂ ¼ t0=t1. This probability can become very close to 0 or 1 independently of

the number N . This method is however done at the cost of possibly very different

time scales of observation from one place to the other. Also, it is very sensitive to the

increase in the magnitude of completness immediately following a large earthquake.

In order to test the significance of the seismicity shadows, FELZER et al. (2003)

proposed comparison of the number of shadow occurrences following the time T0 of

interest to the number obtained at any random date.
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Practically, the limit of detectability of seismicity shadows should be determined

in the first place when analysing seismicity rate changes. In order to do so, given D,
f0 k̂0
� �

, and a minimum significance level cm:


 The maximum ratio rm < 1 such that a shadow can be detected with c < cm is

determined following the approach described in the Appendix.


 The bias on Eflog r̂g is specified for r ¼ rm.

In the case of Figure 3, for cm ¼ �2 and D ¼ 2:4 years, this corresponds to rm ’ 10�2

and a bias of �0:93þ 2 ¼ þ1:07 on the estimated logarithm of r̂. This implies that,

for an observation duration D ¼ 2:4 years of a zone with an expected rate of 2

earthquakes/year, ‘mild’ seismicity shadows characterised by rate change ratios

between 10�2 and 1will not be detectedwith sufficient significance, i.e., with a c value less
than �2, hence with significance level not better than 99%. For r < 10�2, the 99%

significance level is reached, however the estimatedEflog10 r̂g is too high by at least 1.07.

3. Analysis of the Seismicity Changes Caused by the 1992 Landers Earthquake

in the Epicentral Zone of the 1992 Joshua Tree Earthquake

In this section we examine how the Mw 7.3 Landers earthquake changed the

seismicity pattern in the zone of the Mw 6.1 Joshua Tree earthquake which occurred

66 days earlier. Because the Joshua Tree earthquake triggered a vigorous aftershock

activity, any modulation by the Landers earthquake should be more easily

detectable. Also, previous studies have reported seismicity shadows following the

Landers earthquake (WYSS and WIEMER, 2000; MARSAN, 2003) that correlates well

with modeled stress shadows (KING et al., 1994; MCCLOSKEY et al., 2003), east of the

Joshua Tree rupture. The onset, duration, and general characteristics of this

seismicity shadow can be investigated using the methodology of section 2.

3.1 Data

We use the SCSN catalogue (http://www.data.scec.org/ftp/catalogs/SCSN) with a

completeness magnitude of M ¼ 2:2, for both the time interval between the Joshua

Tree and the Landers earthquakes, and the first year after the Landers earthquake.

The zone studied is a 19 km � 39 km region defined by �116:4o � longitude

� �116:2o, and 33:85o � latitude � 34:2o, see Figure 4, and only the quality A, B

and C earthquakes are kept. The error on epicentral location is 2 km and 5 km for

quality B and C events, respectively.

The frequency-magnitude relationship appears to follow the Gutenberg-Richter

law for M � 2:2, for the two time intervals between the Joshua Tree and the Landers

earthquakes, and in the first year after the Landers earthquake. However, short time

scale fluctuations of the completeness magnitude are known to exist, especially

following large shocks (e.g., the Landers earthquake). As a result of the difficulty to

Vol. 162, 2005 Methods for Measuring Seismicity Rate Changes 1163



single out individual aftershocks in the early stages of an aftershock sequence, many

small M 2:2þ shocks are likely to be missed and absent of the catalogue. Figure 5

shows how the aftershocks of the Landers earthquake distribute over time in the

Figure 4

M 2:2þ earthquakes (left) in the year before the April 22, 1992 Joshua Tree earthquake, (center) in the 66

days between the Joshua Tree and the Landers earthquakes, and (right) in the year following the June 28,

1992 Landers earthquake, for the 19 km � 39 km region under study. The circles have sizes proportional to

the magnitude.

Figure 5

Occurrence times of the Landers aftershocks in the region under study (see Figure 4), vs. the index of the

aftershock (i.e., cumulative number), for two magnitude intervals: (Left) 2:2 � M � 2:3 and (right)

M � 3:5. The thick lines are the best Omori fits (a 1=t decay of the aftershock rate, hence a log t increase of
the cumulative number of aftershocks) for the 2 days–100 days (left) and 4 hours–100 hours (right) time

intervals. These fits are extrapolated to short time scales to yield estimates of the number of aftershocks

missed by the operator. At about 100 days, a clear decrease of the aftershock rate is observed in both

magnitude bands.
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region studied. The occurrence time ti of the ith aftershock follows a log ti � i
relationship related to the 1=t Omori decay of the aftershock rate, for t between (i) a

‘detection’ time (time at which the aftershocks can be discriminated amidst the strong

seismic noise) that depends on the magnitude, and (ii) about 100 days. After 100

days, a clear decrease in activity is observed. This value is comparable to the six

month interval of OGATA et al. (2003) who interpreted this reduced activity as

resulting from shallow aseismic slip on the fault that was to seismically rupture

during the 1999 Hector Mine earthquake.

An estimate of the number of aftershocks missed by the operator can be

calculated by extrapolating the log ti � i relation to short time scales. This assumes

that Omori’s law is valid down to short time scales. For a lower cut-off at 10�3 days ’
1 mn 30 s, this indicates that about 500 earthquakes with magnitude between 2.2

and 2.3, and about 46 earthquakes with magnitude larger or equal to 3.5, have been

missed in the first 2 days (2:2 � M � 2:3) or in the first 4 hours (M � 3:5), see Figure 5.

These numbers are of the same order as the number of aftershocks effectively

detected in the first 100 days of the sequence, cf. Figure 6. The fact that the relative

number of missed aftershocks decreases with magnitude following an equivalent of

a Gutenberg-Richter law, hence with no clear magnitude cut-off in the M 2:2þ range,

can possibly explain the ubiquitous observation that the b value decreases immediately

after the occurrence of a large earthquake.

Because so many aftershocks are likely to be missed in the first 2 days of the

sequence, we cannot reliably study the triggering at this time scale. Unfortunately,

the first hours/days are expected to be the time scales excited by dynamic triggering

Figure 6

Ratio of the number of aftershocks missed to the number of aftershocks detected, for the first 10 days and

100 days following the Landers earthquake. The number of aftershocks missed is estimated by

extrapolating Omori’s law to 10�3 days ’ 1 mn 30 s after Landers, see Figure 5.
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(BELLARDINELLI et al., 2003). Three time intervals are thus analysed here: 2 days to 7

days (relatively short time scales that could still be influenced by dynamic triggering),

7 days to 100 days, and the complete 2 days to 100 days interval.

3.2 Rate Change Estimates

As discussed in section 2, rate change estimates are biased towards triggering, the

more so when the number of earthquakes occurring prior to the main shock (here,

the Landers earthquake) is low in the zone studied. A trade-off between very large

zones (hence a weaker bias) and some spatial resolution has to be found. In this

section we propose three ways of spatially discretizing the region: (1) a zonation in 13

zones, based on their level of seismicity, see Figure 7. These zones roughly

correspond to clusters of events. This zonation is subjective, and is only intended to

split the region in zones of similar orders of magnitude (tens to a few hundreds) in

numbers of earthquakes. The small number of zones allows for a direct, visual

inspection of the quality of the fit by the seismicity model (i.e., Omori-Utsu’s law) for

every zone. Note that some of the zones in Figure 7 (e.g., zone 8) have dimensions

smaller or of the order of the estimated epicentral location error. This can lead to a

bias in the rate change estimates for these zones. (2) A regular grid with 1 km

Figure 7

Zonation of the Joshua Tree region into 13 zones, plotted with the M 2:2þ earthquakes that occurred

between the Joshua Tree and the Landers earthquake.
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spacing; each grid node being the centre of a circular zone such that at least Nmin

M 2:2þ earthquakes are counted that occurred between the times of the Joshua Tree

and the Landers earthquakes. To each node there thus corresponds a circular zone

with a radius that changes from one node to the other. Two values for the Nmin

parameter are studied (Nmin ¼ 10 and 40). (3) Finally, a search for seismicity shadows

is specifically developed in section 3.5, that considers random sets of cells connected

together on a regular grid.

In order to illustrate the method we first detail the analysis for zone 1.

Seismicity models: As described in section 2.1, a parameterised model of seismicity

must first be fitted against the earthquake data, up to the time T0 of the Landers

earthquake (June 28, 1992). Given the very low level of seismicity in this region prior to

the Joshua Tree earthquake (Fig. 4), the model is fitted starting on the April 22, 1992,

date (t ¼ 0). Figure 8, top graph, shows the M 2:2þ seismicity time series in the ½0; T0�
time interval for zone 1, along with the best power-law fit (i.e., Omori-Utsu relation) of

the form kðtÞ ¼ A� t þ cð Þ�p yielding the kð0; tÞ ¼ A
1�p ðt þ cÞ1�p
 � c1�p
h i

curve

displayed (see equation (1)). The best parameter set A
; p
; cf g maximises the

Poissonian likelihood function L, as shown in the bottom graph of Figure 8. The

likelihood function is defined as log LðA; p; cÞ ¼ �
RT0

0

dt kðtÞ þ
PN
i¼1

log kðtiÞ where

T0 ¼ 66 days and ftig is the set of occurrence times of the N ¼ 92 M2:2þ earthquakes

in this zone for this time interval. Note that a 2-D grid search in the ð p; cÞ plane is

possible here, since A
 is bound to be equal to N 1� p
ð Þ= T0 þ c
ð Þ1�p
�c
1�p

h i

(for

p
 6¼ 1). The confidence envelope is seen (Fig. 8, bottom graph) to be rather wide, a

consequence of the limited (N ¼ 92) number of earthquakes used in this inversion.

The ability of the best model A
; p
; c
f g to follow the dynamics of the

aftershock time series is tested in a way partly similar to the residual analysis of

OGATA (1988), cf. Figure 9: the set ftig of earthquake occurrence times is

transformed into a new set fsig such that si ¼ k 0; tið Þ ¼
Rti
0

dt kðtÞ, which should be

a realisation of a stationary Poisson process if the tested model is perfect. Rather

than displaying the distribution of the number of si occurring in ½s; sþ h� bins,
with h arbitrarily fixed (OGATA, 1988), and testing its Poisson character, we here

test whether the inter-event transformed ‘times’ Dsi ¼ si � si�1 (note that they are

not ‘times’ as such, having the dimension of numbers) are independent realisations

of a unit exponential distribution. A Kolmogorov-Smirnov (KS) test is conducted

for this purpose, yielding a probability 0.06 that the set fDsig is effectively

exponentially distributed (with mean equal to 1). The independence of the Dsi is

tested by computing the linear correlation coefficient q ¼ q Dsi;Dsiþ1ð Þ which

maximizes the set of correlation coefficients q Dsi;Dsiþnð Þ with n � 1. Monte-Carlo

simulations give a 0.61 probability that q ¼ 0:09 can be obtained by chance, if the

interevent times are effectively independent of each other.
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While the fit shown in Figure 8 looks satisfactory, the tests show that the

transformed times fsig are not too well described by a Poisson process. Inspection of

Figure 9 clearly shows that the early part of the sequence is characterised by a sudden

and short acceleration (from the 4th to the 20th events) not well accounted for by the

model. Such a feature, probably corresponding to the activation of a secondary

aftershock cluster, is responsible for the low score at the Kolmogorov-Smirnov test.

The part of the sequence starting from the 21st earthquake is however well

approximated by the model: the same tests yield P KS > 0:107ð Þ ¼ 0:36 and

P jqj > 0:017ð Þ ¼ 0:93 on this subset. Given that the model is intended to predict

the seismicity at t � T0, it can therefore be considered as a reliable model.

Figure 8

(Top) Best power-law (Omori-Utsu) fit of the M 2:2þ aftershocks (þ) of the Joshua Tree earthquake

in zone 1 (Fig. 7), computed for the 66 day-long time interval between the Joshua Tree and the

Landers earthquakes (shown in cumulative numbers). Dashed line: One standard deviation away

from the mean for a Poisson law with mean given by the best power-law fit. (Bottom) Iso-likelihood

contours, in 0.1 steps, in the ðp; cÞ plane, for the seismicity data of top graph. The best fit is indicated

with a diamond, and is given a likelihood of 1. The confidence interval (60:6% likelihood) is shown in

thick line.
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The ETAS model kðtÞ ¼ lþ A p�1
c1�p

P
0�ti�t

ea mi�mcð Þ t þ c� tið Þ�p where mc ¼ 2:2 is

the completeness magnitude, and fl;A; a; c; pg is the parameter set, is also fitted

against the same data (Fig. 10). This model does better than the best Omori-Utsu

model of Figures 8 and 9. The best ETAS parameters however give an unstable

model, since the branching ratio A
b
b�a
, where b ¼ b log10 with the b value equal here to

1.25 for this zone, is higher than 1. This branching ratio is the mean number of

earthquakes directly triggered by a trigger earthquake with magnitude following the

Gutenberg-Richter distribution. For branching ratios > 1, the development of the

Figure 9

(Top) Earthquake index i vs. transformed time si, for the best model of Figure 8. In the null hypothesis of a

perfect model, the si should randomly fluctuate near the y ¼ x line. (Bottom) Cumulative distribution of

the increments Dsi ¼ si � si�1 (þ), along with the exponential distribution (unit mean and variance)

expected for a perfect model (continuous line). The Kolmogorov-Smirnov test indicates a probability of

0.06 that the maximum departure (0.14) from the exponential distribution is due to pure luck. The

correlation coefficient q ¼ q Dsi;Dsiþ1ð Þ is 0.09, and can be obtained with a probability of 0.61 by pure luck

if the Dsi were mutually independent.
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cascade of triggered earthquakes (1st generation, 2nd generation, and so on) blows

up, and the mean total number of triggered events becomes infinite. Given the need

in the present work to forward model the seismicity time series (see below), such an

unstable model has to be discarded. The best parameter set such that A
b
b�a
 � 1 is

therefore searched for, yielding A
 ¼ 0:96, a
 ¼ 0:09, p
 ¼ 1:26, c
 ¼ 0:01 days, and

Figure 10

Same as Figures 8 and 9, for the ETAS model.
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l
 ¼ 0:172 per day. The tests then yield that P ðKS > 0:096Þ ¼ 0:38 and

P jqj > 0:034ð Þ ¼ 0:824.

The rather unusually low values of a
 obtained for the two best ETAS models of

above show that to assume the onsets of the secondary aftershock sequences to

systematically coincide with the earthquake occurrence times ftig is not pertinent:

such a low value of a
 corresponds to a lack of correlation between the strength of

the secondary aftershock sequence (i.e., number of aftershocks triggered) and the

trigger magnitude, hence no direct causality between the two. Also, the Joshua Tree

earthquake that primarily triggered this seismicity is not located in this zone, hence it

is not included in the set ftig; the first ten earthquakes in zone 1 have magnitudes

ranging between 2.2 (mc) and 2.6. The model struggles to explain the onset of the

sequence since there are no obvious triggers located in zone 1.

A solution to this problem without resorting to even less robust, more complex

space-time models, is to propose a hybrid model with an Omori-Utsu rate function

starting at t ¼ 0, representing the action of the Joshua Tree earthquake, along with

an ETAS model that reproduces local secondary, tertiary, . . ., aftershock sequences.

The model then writes kðtÞ ¼ lþ A p�1
c1�p

P
0�ti�t

eaðmi�mcÞðt þ c� tiÞ�p þ A0ðt þ c0Þ�p0 .

For consistency and simplicity, we assume that p0 ¼ p and c0 ¼ c, and take l ¼ 0

since very little seismicity existed in the region before the Joshua Tree earthquake.

The five remaining parameters fA0;A; a; p; cg are then inverted for. This inversion

indicates that the Omori-Utsu contribution A0ðt þ cÞ�p is dominant, with A
0 ’ 114,

while A
 ’ 0:02. The much higher value of a
 ¼ 2:9 as compared to previously indicates

that the model can now find causal triggering in the local secondary aftershock

sequences of this zone. However, this best hybrid model behaves very similarly to the

best Omori-Utsu model, and therefore will not be further considered in this study.

Expected (predicted) seismicity rates and shadow detectability: We now use the

Omori-Utsu model to predict the mean k0 that would be expected in

T0 þ d1; T0 þ d2½ �, by extrapolating the model to this time interval. As mentioned,

three time windows are considered: (i) from d1 ¼ 2 days to d2 ¼ 7 days, (ii) from

d1 ¼ 2 days to d2 ¼ 100 days, (iii) from d1 ¼ 7 days to d2 ¼ 100 days. To estimate the

pdf f0 k̂0
� �

of the estimated k̂0, we explore the parameter space ðp; cÞ within and

around the envelope error (Fig. 8), compute k̂0ðhÞ ¼
RT0þd2

T0þd1

dt kðtÞ for each parameter

set h, and construct f k̂0
� �

as

f k̂0
� �Z

dh LðhÞ ¼
Z

dh LðhÞ d k̂0 � k̂0ðhÞ
� �

; ð13Þ

where LðhÞ is the likelihood of h given the data, and dð:Þ is the generalised Dirac

function. The pdf are shown in Figure 11, along with an estimate of the minimum

detectable shadow, for a significance level of cm ¼ �2 (see section 4). No shadow is
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detectable in the first week (at the 99% significance level), while rate decreases with

ratio less than about 0.01 are detectable with significance c � cm ¼ �2 (hence a 99%

significance level or better) when d1 ¼ 2 days and d2 ¼ 100 days. These shadows, if

they exist, will be seen with a bias on E log10 r̂f g of at least þ1:62.
Observed seismicity rates: The numbers m of earthquakes actually observed in the

three T0 þ d1; T0 þ d2½ � intervals are 12, 44, and 32, respectively, for zone 1. Given

those numbers, the pdf of the actual Poisson mean estimate k̂1 is constructed using

equation (4). These pdf f1 k̂1
� �

are centered on much larger values of k̂ than f0 k̂0
� �

:

the observed numbers m are not well explained by the a priori rates k0. This zone has
very clearly undergone a strong increase of seismicity following the Landers

earthquake, for the time intervals studied.

Seismicity rate change estimates and significance: Given the two pdf f0 k̂0
� �

and

f1 k̂1
� �

estimated for each time interval, we now estimate the b, Z, P and c statistics

described in section 2.3. These statistics measure the significance of the rate change.

Figure 11

Probability density function f0ðk̂0Þ (left) and significance level c vs. rate change ratio r (right) for the three

time intervals T0 þ d1; T0 þ d2½ � studied, for zone 1. The detectability of seismicity shadow with a minimum

significance level of 99% (c � �2) is indicated. Only in the 2 days–100 days interval are shadows

potentially detectable with a 99% significance.
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Various ways of computing the b statistic can be proposed. In the original

form by MATTHEWS and REASENBERG (1988), cf. equation (2), we obtain

b ¼ m� k
0
� �

=
ffiffiffiffiffi
k
0

p
with k
0 the maximum likelihood estimate of k0 (i.e., yielding

the maximum of f0 k̂0
� �

, cf., Figure 11). For example, in the [2 days; 7 days] interval,

k
0 ’ 0:33, which yields b ¼ 18:8. A first sophistication is given by considering

the full pdf of f0 k̂0
� �

rather than just k
0, see equation (3). We here go a step

further by computing b as b ¼
R1
0

dk̂0 f0 k̂0
� � R1

0

dk̂1 f1 k̂1
� �

k̂1�k̂0ffiffiffiffi
k̂0
p . In the case of the

[2 days, 7 days] interval, we then obtain b ¼ 20:1. A very similar calculation is

done for the statistic Z, which, by extension of equation (10), is given by

Z ¼
R1
0

dk̂0 f0 k̂0
� � R1

0

dk̂1 f1 k̂1
� �

k̂1�k̂0ffiffiffiffiffiffiffiffiffi
k̂0þk̂1
p . This gives Z ¼ 3:38 for this time interval.

Finally, the probability of triggering given by equations (6) and (7) is estimated to be

in the interval 1� 10�14 � P � 1, hence c � 14, see equation (8); this value of c is

here bounded by the floating type precision of 10�14 used in this computation.

Overall, all these statistics agree with a strongly significant seismicity increase.

The rate change itself is estimated using equation (9), to Eflog10 r̂g ¼ 1:50, still

for the [2 days, 7 days] interval following Landers. Note that the maximum

likelihood estimate m=k
0 is equal to 101:56. Table 1 summarizes these results for the

three observation intervals, for zone 1. Triggering is found to characterize this zone,

at the time scales examined.

3.3 Mapping Seismicity Changes

The analysis is now extended to the remaining 12 zones, using the Omori-Utsu

model, and (for zone 11) a double Omori-Utsu law (one starting at the time of the

Joshua Tree earthquake, plus a second one starting 48 days later, when a local cluster

containing a M 4:4 earthquake initiated). Figure 12 summarizes the results of this

analysis. We see that triggering is mostly observed, being very significant at all three

time intervals for 6 zones (1, 3, 6, 8, 9, 13). Five zones (2, 4, 7, 11, 12) experience

Table 1

Results of the analysis for zone 1, for three time intervals T0 þ d1; T0 þ d2½ � (1st column); m is the number of

observed earthquakes in the interval. The detectability of seismicity shadows is assessed for a minimum 99%

significance level (c � cm ¼ �2); the maximum ratio r detectable is indicated (along with the minimum bias

on the Eflog10r̂g estimate). The rate change estimates are Eflog10r̂g and the maximum likelihood estimate

log10r (in parenthesis). A value of 14 for c indicates that c � 14: 10�14 is the maximum precision on the

floating type for the mathematical software used in this analysis

Time interval m Detectability Rate change estimates b Z c

2 days–7 days 12 no detectable shadow 1.50 (1.55) 20.1 3.38 14

2 days–100 days 44 r<0:01 (bias � 1.62) 0.06 (1.20) 21.1 5.79 14

7 days–100 days 32 no detectable shadow 0.97 (1.11) 16.0 4.79 14
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significant triggering in the 2 days–7 days interval, followed by a decrease in the

7 days–100 days interval. The latter is however not significant, with the exception of

zone 11.

The only cases of significant seismicity decrease are obtained for 2 zones (zones

10 and 11) for the 2 days–100 days and the 7 days–100 days intervals. Since no

Figure 12

(Left) Mean logarithm of the rate change ratio Eflog10 r̂g, with (right) c as a measure of the significance of

the change, for the three time intervals 2–7 days, 2–100 days, 7–100 days, for the 13 zones.
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shadow is detectable at the 99% significance level in the first week for all 13 zones, it

cannot be known whether these zones also underwent a shadow at this time scale.

However, the best seismicity model used for zone 10 does not provide a good fit

to the data. A clear slow-down of the aftershock activity following the Joshua Tree

earthquake occurred in this zone about 30 days prior to the Landers earthquake, cf.

Figure 13. It is, therefore, a possibility that the observed shadow is not related to the

occurrence of the Landers earthquake. Zone 11 is a clearer case of a possible shadow,

since a complete shutdown of the activity is observed after 2 days in this zone.

In order to study the influence of the spatial discretisation of the seismicity, the

rate changes are also estimated for a regular grid with 1 km spacing between nodes.

For each grid node, a circular region is selected such that at least Nmin M 2:2þ
earthquakes occurred in it, between the Joshua Tree and the Landers earthquakes.

Then the best Omori-Utsu fit is found for this circular zone, and the grid node is

Figure 13

Best power-law (Omori-Utsu) fit of the M 2:2þ aftershocks (þ) of the Joshua Tree earthquake in zones

10 and 11, fitted against the 66 day-long time interval between the Joshua Tree and the Landers

earthquakes (shown in cumulative numbers) and extrapolated up to 100 days after the Landers

earthquake. Dashed line: One standard deviation from the mean for a Poisson law with mean given by

the best power-law fit. The occurrence time of the Landers earthquake is shown by the vertical line at

about 66 days. An apparent slow-down of the activity about 30 days prior to the Landers earthquake is

observed for zone 10.
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given the resulting Eflog10 r̂g and c values. Figure 14 shows the results of this

analysis, for Nmin ¼ 10, for the 2 days–100 days time interval. The rate change

estimates are roughly the same as with Nmin ¼ 40 (not shown here) and with Figure

12, apart from the very north of the region (corresponding to zone 11). In that case

Nmin ¼ 40, and since little seismicity occurred there between the two main shocks, the

radius of the circle is relatively large (of the order of 7 km). Part of the main Landers

aftershock zone is then probed, resulting in considerably higher seismicity rate

changes than with Nmin ¼ 10. This example shows the uncertainty and lack of

resolution of this method in regions with little seismicity.

The clearest instances of seismicity quiescences roughly correspond to zones 4,

10 and 11 of Figure 7. However, as already mentioned, the quiescence of zone

10 appears to start about 30 days prior to the occurrence of the Landers earthquake.

To investigate this point, we performed the same analysis as in Figure 14, but

for the 30 days before Landers (29/5/1992–27/6/1992). The best Omori-Utsu fits

are found for the time interval following the Joshua Tree earthquake and before

Figure 14

Seismicity rate changes for the time interval 2 days–100 days after the occurrence of the Landers

earthquake, using Nmin ¼ 10: (Left) E log10 r̂f g and (right) c. Iso-contours are shown with a unit step, the

zero contour being drawn with a thick line. Superimposed is the M 2:2þ seismicity that occurred during

this time interval. The three zones with clear (c < �1) quiescence roughly correspond to zones 4, 10 and 11

(from south to north) of Figure 7.
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29/5/1992, and are then extrapolated to the following one month. Figure 15 shows

that clear quiescence is found in zones 2, 4 and 10 (cf., Fig. 7). They therefore do

not coincide with the occurrence of the Landers earthquake. This confirms that

most of the quiescence shown in Figure 14 is not caused by Landers, but precedes it.

On the contrary, the northernmost zone (corresponding to zone 11) experienced

strong triggering in the 29/5/1992 – 27/6/1992 interval, related to the occurrence of a

local cluster of earthquakes, before being put in a quiet mode by the Landers

earthquake.

3.4 Comparison with Coulomb Stress Changes

The changes in static stress due to the occurrence of the Landers earthquake are

shown in Figure 16, for the two slip distributions detailed in WALD and HEATON

(1994) and HERNANDEZ et al. (1999). In order to compare two different approaches

for selecting a target fault plane, we computed the Coulomb stress changes for

optimal, vertical, dextral strike-slip faults (hence only the strike angle is left free to

Figure 15

Same as Figure 14, but for the 1-month interval prior to the occurrence of the Landers earthquake. The

M 2:2þ seismicity that occurred in this time interval is plotted. Two clear instances of quiescence

(corresponding to zones 4 and 10 of Figure 7), that thus started one month before the Landers earthquake,

are observed here and also on Figure 14.
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vary) and for imposed vertical, dextral strike-slip planes striking at 330o north

(corresponding to the mean strike angle in this zone following the Landers

earthquake, see HAUKSSON, 1994 and Fig. 17). In the first case, a regional com-

pressive stress of 100 bars oriented at N7oE is assumed, following STEIN et al. (1992)

and HARDEBECK and HAUKSSON (2001). The effective coefficient of friction is set

to l ¼ 0:4. Only minor changes are seen between the two stress maps, indicating

that these stress calculations are reasonably robust. A good correlation is seen with

the northernmost quiescence zone of Figure 14. We recall here that only this

quiescence zone seems to be related to the Landers earthquake, while the diminished

activation of the more central zone as observed in Figures 14 and 15 started about

1 month prior to the Landers earthquake. In Figure 18 we compare the changes

in Coulomb stress with the changes in seismicity rates. A clear correlation is found

this correlation increases if the central quiescent zones are discarded from the plot, as

their seismicity decreased one month prior to rather than at the time of occurrence of

the Landers earthquake.

Figure 16

Coulomb stress changes in MPa due to the Landers earthquake, computed at 7.5 km depth, for a friction

coefficient l ¼ 0:4. (Left) Slip distribution from WALD and HEATON (1994), with stress projected on

optimally-oriented vertical, dextral strike-slip faults. (Right) Slip distribution from HERNANDEZ et al.

(1999), with stress projected on vertical, dextral strike-slip faults striking at 330o north. Iso-contours are

shown at every 0.5 MPa interval. The 0 MPa contour is shown with a thick line. The strikes of the target

faults are shown with the white segments. The M 2:2þ earthquakes that occurred in the first 100 days

following the Landers earthquake are plotted.
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3.5 Detection of Seismicity Shadows

A specific procedure is now described, that search for seismicity shadows. As

explained in section 2.4, such a search must be conducted over (connected) regions

with any possible shape, i.e., not necessarily circular or square. It is clear that a direct

consequence of optimizing the zones for finding seismicity shadows is that it creates a

bias towards quiescence. This is intentionally done in order to compensate for the

natural bias towards triggering that is discussed in Section 2.4. We first discretise the

region into 2 km cells; the grid spacing being of the same order as the earthquake

location error estimate. Then, starting with any one cell, we perform a random walk

over the grid. This walk randomly draws clusters, counting N cells. For each of these

clusters, we apply the method detailed in 3.2: (i) the best Omori-Utsu law is searched

for, that best mimics the earthquake time series of the cluster between the time of the

Joshua Tree earthquake to the time of the Landers earthquake, (ii) the two pdf

Figure 17

Rose diagram showing (upper semicircle) the distribution of orientations of structures (California

Department of Conservation, 2000) which experienced recent (Quaternary, Holocene or historical)

seismicity, and (lower semicircle) the distribution of the focal mechanisms of the M 2:2þ earthquakes

that occurred in the 2 days–100 days time interval after the Landers earthquake (data from HAUKSSON,

2000). A 180o angle is added or substracted to the strike angle if necessary, to keep it in its semicircle.

The radial bars in the upper semicircle are proportional to the number of 1-km structural elements in

each particular orientation. The arrow in the upper semicircle indicates the mean strike of the aftershocks.
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f0 k̂0
� �

and f1 k̂1
� �

are estimated, and (iii) Eflog10 r̂g and c are computed. This

procedure is conducted for N � 20, and 100 random walks are performed for each

initial cell. Then, the minimum Eflog10 r̂g (with a significance of at least 99%) and

the corresponding c are kept, that is, each cell ‘keeps’ the lowest, 99% significant,

Eflog10 r̂g value of all the clusters it belongs to. If no seismicity decrease with a 99%

significance is found for a cell, then the lowest Eflog10 r̂g is kept.

Figure 18

E log10 r̂f g for the 2 days–100 days interval following Landers, vs. the Coulomb stress change due to the

Landers earthquake, in MPa. Both types of changes are computed over a regular grid with 1 km spacing.

We used Nmin ¼ 10 for the seismicity rate changes (cf. Fig. 14). The dots are colored according to the

significance c of the seismicity change. Error bars are displayed, that correspond vertically to the standard

deviation of log10 r̂, and horizontally to half the difference between the stress values of the two graphs

shown in Figure 16, computed for two different slip distributions and for two types of target fault plane

geometries. (Top) Plot for all the 19� 39 cells, (Bottom) plot after discarding the cells showing quiescence

in the central zone that are related to a deactivation that took place about 1 month before the Landers

earthquake.
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This procedure is run for the 7 days – 100 days interval, as being the time interval

(of the three examined in 3.2) most likely to be characterised by seismicity shadows.

Figure 19 presents the results of this analysis. Seismicity shadows with a significance

above the 99% level (c < �2) are clearly seen, extending —at least partly— over

zones 4, 5, 7, 9, 10, 11 and 12. The corresponding seismicity rate log-ratio Eflog10 r̂g
are estimated to values typically ranging from )0.5 to )1.5. It is important here to

recall that these estimates are model dependent, other values would be obtained if

using other seismicity models. It must be noted that this method, which optimizes the

zones for detecting quiescence, does not substantially change the results obtained

with the ‘non-optimized’, and more classical method of Section 3.3, at least for the

present case study.

4. Conclusions

The general methodology for estimating seismicity rate changes is now well

developed. A variety of statistical measures have been proposed that test the

significance of the changes and indicate whether rate decreases are potentially

Figure 19

Minimim significance measure c and Eflog10 r̂g obtained for the 7 days–100 days time interval after

the Landers earthquake, using the method described in 3.5. The dots are M 2:2þ earthquakes occurring in

this time interval.

Vol. 162, 2005 Methods for Measuring Seismicity Rate Changes 1181



detectable or not. This methodology was applied in section 3 to a particularly

interesting situation, where a large magnitude earthquake (the Mw 7:3 Landers

earthquake) occurs not long after a first strong shock (the Mw 6:1 Joshua Tree

earthquake) had already triggered an important earthquake activity. There are

several advantages when analysing this type of situation. Seismicity shadows are

more easily detectable. Also, the earthquake time series can be modeled, to a correct

approximation, by a simple Omori-Utsu law, starting at the time of the first shock.

Finally, an analysis at small scales (down to the earthquake location error scale) and

short times (days) can be performed, thus yielding a rather detailed picture of the

changes brought by the Landers earthquake in this area.

Interestingly, we observed seismicity shadows developing after a few days (one

week), sometimes preceded by instances of early triggering. This could be, as proposed

byMARONE (2000), a way of proving the existence of dynamically triggered aftershocks.

An analysis of other historical doublets (the 1999 Izmit and Ducze earthquakes) and

multiplets (the 1997 Colfiorito sequence) will be developed elsewhere.

The most evident limitation to seismicity change analyses is that they are model-

dependent. The null hypothesis of ‘no change’ is constructed by extrapolating the

earthquake time series to the time interval studied. This extrapolation requires the

use of a model that ‘best’ mimics the observed time series up to the time of what is

considered as the trigger (e.g., main shock). There is at present a very strong need

for the development of space-time models (e.g., ZHUANG et al., 2002) that can be

inverted quickly and robustly, and that can be forward simulated at low computational

costs. It can be hoped that the use of such an efficient model, together with better

quality data (e.g., earthquake data with more accurate location estimates, for example

using recent relative location methods), could lead to considerably more detailed

analyses, and to a far better understanding of how faults interact.
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Appendix

Detectability of Seismicity Shadows

We assume in this section that the seismicity model is perfect, so that the

distribution of the estimate k̂0 of k0 is concentrated on k0: f0 k̂0
� �

¼ d k̂0 � k0
� �

. The
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detectability of a seismicity change function of the duration D ¼ d2 � d1 of

observation can be investigated by computing the ensemble average of c (measure

of the significance) and the mean log-ratio change Eflog r̂g. This can be synthetized

as follows:


 The expected number of earthquakes in the time interval D given by the null

hypothesis is a Poisson random variable with mean K0 ¼ k0D. In the following

development, the notation k will refer to the mean number per unit time, and

K ¼ kD to the mean number for the duration D.

 The ratio r of the seismicity change is fixed, so that the observed number m of

earthquakes in D is a realisation of the Poisson distribution with mean K1 ¼ rK0.


 Given one observation of this process, hence given one realisation of m, the

estimate r̂ such that K̂1 ¼ r̂K0 is the estimated rate in D, has the pdf

f ðr̂jmÞ ¼ K0 exp �r̂K0ð Þ r̂K0ð Þm=m!.


 From this distribution, the observer can deduce Eflog r̂g and c using equations (8)

and (9).


 On ensemble average, an infinitely large set of realisations of this process leads to

an infinite number of observers seeing various numbers m of earthquakes

occurring in D, with probability PðmÞ ¼ expð�rK0Þ rK0ð Þm=m!. This gives the

following

Eflog r̂g ¼ � logK0 þ
X1
m¼0

e�rK0
rK0ð Þm

m!

Z1

0

dx
xm

m!
e�x log x ð14Þ

and

P ¼ 1�
X1
m¼0

e�rK0
rK0ð Þm

m!
P ðmþ 1;K0Þ ð15Þ

on ensemble average, with Pð:; :Þ being the incomplete Gamma function.

The dependence of these measures on the duration D can then be studied by

numerically estimating these two quantities. Figure 2 was computed for k0 ¼ 2

earthquakes per year, and by letting the duration of observation D varying from 0 to

10 years. Three values of r were considered: r ¼ 100 (triggering), r ¼ 1 (no changes)

and r ¼ 0:01 (inhibition). In the case of Figure 3, D was held constant at 2.4 years,

and r was allowed to vary.
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