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High-Resolution Surface-Wave
Tomography from Ambient

Seismic Noise
Nikolai M. Shapiro,1* Michel Campillo,2 Laurent Stehly,2

Michael H. Ritzwoller1

Cross-correlation of 1 month of ambient seismic noise recorded at USArray
stations in California yields hundreds of short-period surface-wave group-
speed measurements on interstation paths. We used these measurements to
construct tomographic images of the principal geological units of California,
with low-speed anomalies corresponding to the main sedimentary basins and
high-speed anomalies corresponding to the igneous cores of the major
mountain ranges. This method can improve the resolution and fidelity of
crustal images obtained from surface-wave analyses.

The aim of ambitious new deployments of

seismic arrays, such as the Program for the

Array Seismic Studies of the Continental

Lithosphere (PASSCAL) and USArray pro-

grams (1), is to improve the resolution of

images of Earth_s interior by adding more

instruments to regional- and continental-scale

seismic networks. Traditional observational

methods cannot fully exploit emerging array

data because they are based on seismic waves

emitted from earthquakes, which emanate

from select source regions predominantly

near plate boundaries and are observed at

stations far from the source regions, such as

most locations within the United States. With

such teleseismic observations, high-frequency

information is lost because of intrinsic atten-

uation and scattering, and resolution is

degraded by the spatial extent of the surface

wave_s sensitivity, which expands with path

length (2–4). We have moved beyond the

limitations of methods based on earthquakes

and recovered surface-wave dispersion data

from ambient seismic noise (5).

The basic idea of the new method is that

cross-correlation of a random isotropic wave-

field computed between a pair of receivers

will result in a waveform that differs only

by an amplitude factor from the Green

function between the receivers (6, 7). This

property is reminiscent of the fluctuation-

dissipation theorem (8), which posits a re-

lation between the random fluctuations of a

linear system and the system_s response to an

external force. The relation is widely used in

a variety of physical applications and has

its roots in early works on Brownian noise

(9, 10). Recent results in helioseismology (11),

acoustics (12–16), and seismology (5, 17)
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suggest that such a statistical treatment can

be applied to nonthermal random wave-

fields, in particular to long series of ambient

seismic noise, because the distribution of the

ambient sources randomizes when averaged

over long times. Ambient seismic noise is

additionally randomized by scattering from

heterogeneities within Earth (18). Surface

waves are most easily extracted from the

ambient noise (5), because they dominate the

Green function between receivers located at

the surface and also because ambient seismic

noise is excited preferentially by superficial

sources, such as oceanic microseisms and

atmospheric disturbances (19–22). The seis-

mic noise field is often not perfectly isotropic

and may be dominated by waves arriving

from a few principal directions. To reduce the

contribution of the most energetic arrivals, we

disregard the amplitude by correlating only

one-bit signals (15, 17) before the computa-

tion of the cross-correlation.

Examples of cross-correlations between

pairs of seismic stations in California appear

in Fig. 1 (23). Cross-correlations between

two station pairs (MLAC-PHL and SVD-

MLAC) in two short-period bands (5 to 10 s

and 10 to 20 s) are presented using four

different 1-month time series (January,

April, July, and October 2002). For each

station pair, results from different months are

similar to one another and to the results

produced by analyzing a whole year of data,

but differ between the station pairs. Thus, the

emerging waveforms are stable over time

and characterize the structure of the earth

between the stations. In addition, the cross-

correlations of noise sequences are very

similar to surface waves emitted by earth-

quakes near one receiver observed at the

other receiver. This confirms that the cross-

correlations approximate Green functions of

Rayleigh waves propagating between each

pair of stations and that 1 month of data

suffices to extract Rayleigh-wave Green

functions robustly in the period band of

interest here (7 to 20 s).

We selected 30 relatively quiescent days

(during which no earthquakes stronger than

magnitude 5.8 occurred) of continuous data

taken at a rate of one sample per second

from 62 USArray stations within California

(24) during August and September 2004.

Short-period surface-wave dispersion curves

are estimated from the Green functions using

frequency-time analysis (25–27) from the

1891 paths connecting these stations. We

rejected waveforms with signal-to-noise ra-

tios smaller than 4 and for paths shorter than

two wavelengths, resulting in 678 and 891

group-speed measurements at periods of 7.5

and 15 s, respectively (fig. S2). We then

applied a tomographic inversion (28) to these

two data sets to obtain group-speed maps on

a 28 � 28 km grid across California (Fig. 2).

10 - 20 s 10 - 20 s

5 - 10 s5 - 10 s

B D

C E
event 2 - MLAC

SVD - MLAC

SVD - MLAC

23510

2351023510

23510

event 1 - PHL

MLAC - PHL

MLAC - PHL

event 1 - PHL

MLAC - PHL

MLAC - PHL

event 2 - MLAC

SVD - MLAC

SVD - MLAC

-120 -115 

35 

38 

1

2

3 4

6

5

GreatGreat
BasinBasin
Great
Basin

Transverse Ranges

Transverse Ranges

Transverse Ranges

Peninsular

Peninsular

R
anges

R
anges

Peninsular

R
anges

Im
perial

Im
perial

Valley
Valley

Im
perial

Valley

D
iablo R

ange

D
iablo R

ange

S
a

c
ra

m
e

n
to

S
a

c
ra

m
e

n
to

B
a

s
in

B
a

s
in

D
iablo R

ange

S
a

c
ra

m
e

n
to

B
a

s
in

PHL

MLAC

SVD

1

2

C
o

a s t  R
a n

g
e s

C
o

a s t  R
a n

g
e s

C
o

a s t  R
a n

g
e s

S
i e

r r a
 N

e
v

a
d

a

S
i e

r r a
 N

e
v

a
d

a

S
i e

r r a
 N

e
v

a
d

a

S
a

n
 J

o
a

q
u

i n

S
a

n
 J

o
a

q
u

i n

B
a

s
i n

B
a

s
i n

S
a

n
 J

o
a

q
u

i n

B
a

s
i n

C
e

n
t r a

l  V
a

l l e
y

C
e

n
t r a

l  V
a

l l e
y

C
e

n
t r a

l  V
a

l l e
y

M o j a v e  D e s e r t
M o j a v e  D e s e r t
M o j a v e  D e s e r t

A

Group velocity (km/s)

Group velocity (km/s) Group velocity (km/s)

Group velocity (km/s)

Fig. 1. Waveforms emerging from cross-correlations of ambient seismic noise compared with
Rayleigh waves excited by earthquakes. (A) Reference map showing the locations of the principal
geographical and geological features discussed in the text. White triangles show the locations of
the USArray stations used in this study (5 of the 62 stations are located north of 40-N). Blue and
red solid lines are the locations of known active faults. Yellow rectangles with digits indicate the
following features: (1) Los Angeles Basin, (2) Ventura Basin, (3) San Andreas Fault, (4) Garlock
Fault, (5) Mojave shear zone, and (6) Stockton Arch. (B) Comparison of waves propagating
between stations MLAC and PHL [yellow triangles in (A)], bandpassed over periods between 5 and
10 s. The upper trace (black) is the signal emitted by earthquake 1 [white circle with red number in
(A)] near MLAC observed at PHL; the middle trace (gold) is the cross-correlation from 1 year of
ambient seismic noise observed at stations MLAC and PHL; and the lower traces are cross-
correlations from 4 separate months of noise observed at the two stations in 2002 (magenta,
January; red, April; green, July; blue, October). The earthquake-emitted signal was normalized to
the spectrum of the cross-correlated ambient noise. (C) Similar to (B), but with the bandpass filter
at periods between 10 and 20 s. (D) Similar to (B), but between stations SVD and MLAC [yellow
triangles in (A)]. Earthquake 2 is near station SVD, observed at station MLAC. (E) Similar to (D), but
with the bandpass filter at periods between 10 and 20 s.
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The maps produced variance reductions of 93

and 76% at 7.5 and 15 s, respectively,

relative to the regional average speed at each

period. To test the robustness of the inver-

sion, we applied the same procedure to a

second month of data and produced similar

tomographic maps (fig. S3). The resolution

of the resulting images is about the average

interstation distance, between 60 and 100 km

across most of each map (fig. S4).

A variety of geological features (29) are

recognizable in the estimated group-speed

dispersion maps (Fig. 2). For the 7.5-s

Rayleigh wave, which is most sensitive to

shallow crustal structures no deeper than

about 10 km, the dispersion map displays

low group speeds for the principal sedimen-

tary basins in California, including the basins

in the Central Valley, the Salton Trough in

the Imperial Valley, the Los Angeles Basin,

and the Ventura Basin. Regions consisting

mainly of plutonic rocks (the Sierra Nevada,

the Peninsular Ranges, the Great Basin, and

the Mojave Desert region) are characterized

predominantly by fast group speeds. Some-

what lower speeds are observed in the

Mojave Shear Zone and along the Garlock

Fault. The Coast Ranges, the Transverse

Ranges, and the Diablo Range, which are

mainly composed of sedimentary rocks, are

characterized by low group speeds, with the

exception of the Salinian block located south

of Monterey Bay.

For the 15-s Rayleigh wave, which is

sensitive mainly to the middle crust down to

depths of about 20 km, very fast group

speeds correspond to the remnants of the

Mesozoic volcanic arc: the Sierra Nevada

and the Peninsular Ranges, composed prin-

cipally of Cretaceous granitic batholiths. The

map also reveals the contrast between the

western and eastern parts of the Sierra

Nevada (30). The group speeds are lower in

the Great Basin and in the Mojave Desert,

indicating that the middle crust in these areas

is probably hotter and weaker than in the

Sierra Nevada. In the Central Valley, slow

group speeds are associated with two deep

sedimentary basins: the San Joaquin Basin

in the south and the Sacramento Basin in

the north, separated in the middle by the

igneous-dominated Stockton Arch (31). Group

speeds are low in the sedimentary mountain

ranges (the Transverse Ranges, the southern

part of the Coast Ranges, and the Diablo

Range). Neutral to fast wave speeds are

observed for the Salinian block. In this area,

the 15-s map shows a contrast between the

high-speed western wall of the San Andreas

Fault, composed of plutonic rocks of the

Salinian block, and its low-speed eastern

wall, composed of sedimentary rocks of the

Franciscan formation.

These results establish that Rayleigh-

wave Green functions extracted by cross-

correlating long sequences of ambient seismic

noise, which are discarded as part of tra-

ditional seismic data processing, contain in-

formation about the structure of the shallow

and middle crust. The use of ambient seis-

mic noise as the source of seismic observa-

tions addresses several shortcomings of

traditional surface-wave methods. The meth-

od is particularly advantageous in the con-

text of temporary seismic arrays such as the

Transportable Array component of USArray

or PASSCAL experiments, because it can

return useful information even if earth-

quakes do not occur. The short-period dis-

persion maps produced by the method can

provide homogeneously distributed informa-

tion about shear wave speeds in the crust,

which are hard to acquire with traditional

methods. The new method enhances reso-

lution because measurements are made

between regularly spaced receivers, which

may lie much closer to one another than to

earthquakes.

It may seem initially surprising that

deterministic information about Earth_s crust

can result from correlations of ambient

seismic noise. This result reminds us that

random fluctuations can, in fact, yield the

same information as that provided by

probing a system with an external force (9)

and that not all noise is bad. In seismology,

external probing through active seismic

sources (such as explosions) may be prohib-

itively expensive, and earthquakes are both

infrequent and inhomogeneously distributed.

In many instances, merely Blistening[ to

ambient noise may be a more reliable and

economical alternative.
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Worldwide Phylogeography of
Wild Boar Reveals Multiple

Centers of Pig Domestication
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Mitochondrial DNA (mtDNA) sequences from 686 wild and domestic pig
specimens place the origin of wild boar in island Southeast Asia (ISEA), where
they dispersed across Eurasia. Previous morphological and genetic evidence
suggested pig domestication took place in a limited number of locations
(principally the Near East and Far East). In contrast, new genetic data reveal
multiple centers of domestication across Eurasia and that European, rather
than Near Eastern, wild boar are the principal source of modern European
domestic pigs.

The domestication of plants and animals led to

one of the most important socioeconomic

transitions in human history, yet little is

known about whether the process took place

in a limited number of geographic regions or

was a more widespread innovation involving

multiple, independent Bevents.[ Wild boar

were important prey animals for early hunter-

gatherers across wide areas of Eurasia (1) until

the early Holocene, when this predator-prey

relation radically shifted as they, and several

other large mammals, were domesticated. An

extensive zooarcheological record suggests

that pigs were first domesticated È9000 years

ago in the Near East (2), whereas more recent

molecular and archaeological evidence sug-

gests a second, independent domestication in

the Far East (3, 4). In eastern Anatolia, several

sites record gradual changes in pig morphol-

ogy and demographic profile (principally a

reduction in certain tooth dimensions and the

increased predominance of younger animals in

archaeological assemblages) (5, 6) over sever-

al millennia, and these have been taken to

represent the domestication process in situ.

Although the independent domestication of

wild boar in Europe has been suggested (7),

others have concluded that, like cattle (8) and

sheep, pigs derived from Near Eastern genetic

stock were imported by Neolithic farmers into

Europe (9).

The wild progenitors of many Eurasian

domesticates are either extinct Ee.g., the

aurochs (8) and the wild horse (10)^ or have

little or no phylogeographic structure Ee.g.,

the wolf (11)^. Consequently, the broad

distribution of surviving wild boar popula-

tions across the Old World provides a unique

opportunity to analyze the origins of modern

domestic lineages. Previous studies (3, 12)

have identified three divergent clusters of

Sus scrofa mitochondrial sequences, one

Asian clade and two European groups, of

which one consists solely of Italian wild

boar. Both the Asian and European groups

contain domestic breeds, yet molecular clock

estimates indicate the split between the two

groups significantly predates evidence for

pig domestication, which suggests indepen-

dent domestication events in each area from

divergent wild boar lineages (3, 12).

To investigate the relationships between

domestic pigs and indigenous wild boar

across their range, we sequenced 663 base

pairs (bp) of the mitochondrial control region

from 165 wild and feral pigs primarily

from museum specimens, using appropriate

ancient-DNA methods (13), and from 58

domestic pigs. An additional 463 individ-

ual pig sequences were obtained from

GenBank, and phylogenetic analyses were

performed using Bayesian Monte Carlo–

Markov chain (MCMC) (14) and median-

joining networks (15). The consensus tree

(Fig. 1) shows that the basal lineages of S.

scrofa occur in western island Southeast Asia

(ISEA). An initial dispersal from this area

into the Indian subcontinent was followed by

subsequent radiations into East Asia and a

final, progressive spread across Eurasia into

Western Europe. The marked East-West split

among wild boar is consistent with morpho-
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