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[1] Quasi-geostrophic core flow models are built from two secular variation models spanning the periods
1960–2002 and 1997–2008. We rely on an ensemble method to account for the contributions of the
unresolved small-scale magnetic field interacting with core surface flows to the observed magnetic field
changes. The different core flow members of the ensemble solution agree up to spherical harmonic degree
‘ ’ 10, and this resolved component varies only weakly with regularization. Taking into account the finite
correlation time of the small-scale concealed magnetic field, we find that the time variations of the
magnetic field occurring over short time scales, such as the geomagnetic jerks, can be accounted for by the
resolved (large-scale) part of the flow to a large extent. Residuals from our flow models are 30% smaller
for recent epochs, after 1995. This result is attributed to an improvement in the quality of geomagnetic
data. The magnetic field models show little frozen flux violation for the most recent epochs, within our
estimate of the apparent magnetic flux changes at the core-mantle boundary arising from spatial resolution
errors. We associate the more important flux changes detected at earlier epochs with uncertainties in the
field models at large harmonic degrees. Our core flow models show, at all epochs, an eccentric and
planetary-scale anticyclonic gyre circling around the cylindrical surface tangent to the inner core, at
approximately 30 and 60 latitude under the Indian and Pacific oceans, respectively. They account well for
the changes in core angular momentum for the most recent epochs.

Components: 10,916 words, 14 figures, 2 tables.

Keywords: geomagnetic secular variation; core flows.

Index Terms: 1530 Geomagnetism and Paleomagnetism: Rapid time variations; 1213 Geodesy and Gravity: Earth’s interior:
dynamics (1507, 7207, 7208, 8115, 8120).

Received 20 October 2008; Revised 7 April 2009; Accepted 14 April 2009; Published 10 June 2009.

Gillet, N., M. A. Pais, and D. Jault (2009), Ensemble inversion of time-dependent core flow models, Geochem. Geophys.
Geosyst., 10, Q06004, doi:10.1029/2008GC002290.

G3G3Geochemistry
Geophysics

Geosystems
Published by AGU and the Geochemical Society

AN ELECTRONIC JOURNAL OF THE EARTH SCIENCES

Geochemistry
Geophysics

Geosystems

Article

Volume 10, Number 6

10 June 2009

Q06004, doi:10.1029/2008GC002290

ISSN: 1525-2027

Click
Here

for

Full
Article

Copyright 2009 by the American Geophysical Union 1 of 20

http://dx.doi.org/10.1029/2008GC002290


1. Introduction

[2] Large and medium scales of core surface flows
have been captured as the result of the continuous
observation of the large-scale (harmonic degree ‘
! 13) Earth’s magnetic field from low Earth
orbiting satellites since 1999 [Holme and Olsen,
2006]. Unfortunately, from the Earth surface up-
ward, the small-scale magnetic field ~B (‘ > 13)
originating from the core is difficult to isolate: its
intensity at higher degrees becomes weaker than
that of the lithospheric field. The small-scale core
field is much stronger at the core surface, where it
interacts significantly with the medium scales of
the flow and contributes to the large-scale secular
variation (SV) [Hulot et al., 1992]. This SV signal
corresponds to spatial resolution errors, sometimes
called errors of representativeness in the data
assimilation community [Kalnay, 2003]. Both
Eymin and Hulot [2005] and Pais and Jault
[2008] relied on a stochastic approach to quantify
it at discrete times. They found that the spatial
resolution errors dominate the error budget for the
large length-scale secular variation.

[3] Ensemble methods are routinely used in atmo-
spheric forecasting to produce estimates for the
complete probability density of the state variable
[Wunsch, 2000]. Ensemble forecasting helps im-
prove the forecast by ensemble averaging, and
provides an indication of the reliability of the
forecast [Kalnay, 2003, p. 236]. We remark that
ensemble methods are suitable to quantify the
contribution of the concealed ~B interacting with
the surface core flow to the observed large-scale
SV. Using an ensemble method makes it straight-
forward to account for the time variability of ~B(t).
We anticipate that improving our knowledge of the
time properties of the secular variation signal that
results from the advection of ~B may help alleviate
its impact on the calculation of the large-scale core
surface flow. Typical time scales for the magnetic
field structures have been derived from the ratio of
the SVand main field spectra [Hulot and Le Mouël,
1994]. Extrapolating those spectra, as obtained
from time-dependent field models, one finds that
~B typically has correlation times of the order of 20
years and below for harmonic degrees above 13. It
is thus reasonable to suppose that its advection
entails spatial resolution errors that are correlated
in time. We test this idea and generate an ensemble
of core flow solutions from an ensemble of small-
scale magnetic fields ~B correlated in time.

[4] All discussions on core dynamics relying on
observations of magnetic field time changes are
potentially affected by the spatial resolution errors
that we seek to quantify. As an example, the
observed temporal variations of the unsigned mag-
netic flux are often interpreted as evidence for
magnetic diffusion [Gubbins and Bloxham,
1985]. It is not easy, however, to disentangle the
respective contributions of magnetic diffusion, and
that of induction involving the unresolved magnet-
ic field, to the changes in magnetic flux at the core
surface. Another example is the suggestion [Blox-
ham et al., 2002] that geomagnetic jerks may result
from the interaction between torsional Alfvén
waves and the radial magnetic field at the core
mantle boundary (CMB). According to Bloxham et
al. [2002], differences in the geometry of the radial
magnetic field from one place to the other explain
the observation that geomagnetic jerks are seen in
some components at some observatories but not
detected in others. We shall investigate first which
component of the large-scale core flow accounts
for the rapid changes of the magnetic field, once
time correlation of spatial resolution errors is taken
into account, and secondly whether spatial resolu-
tion errors have more impact on magnetic series in
some observatories than in others.

[5] The setup of our core flow inverse problem is
detailed in section 2.We calculate quasi-geostrophic
time-dependent core flows from two SV models
covering annual to decadal time scales: the compre-
hensive model CM4 [Sabaka et al., 2004], which
covers 1960–2002, and the model xCHAOS [Olsen
and Mandea, 2008], derived from satellite data and
annual differences ofmonthlymeans over the period
1997–2008. The amplitude of the spatial resolution
errors, their time correlation and SV predictions
from our different flow models at location of mag-
netic observatories are discussed in section 3. Esti-
mates of the changes in the magnetic flux through
the main reverse flux patch (beneath South Atlantic)
associated with the spatial resolution errors are then
carried out in section 4. The computed core flows are
described in section 5, where a comparison with
independent length of day data is also carried out.
Finally, in section 6 we discuss the perspectives for
the core flow inverse problem.

2. Methodology

2.1. Formalism and Notations

[6] Vectors m, y and x store the spherical harmonic
coefficients for the main magnetic field, secular
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variation, poloidal and toroidal scalars of the core
surface flow model, respectively. The ‘‘data’’ y
(and their associated errors e) are linked to the core
flow model x, at every epoch t, via the forward
problem

yðtÞ ¼ A½mðtÞ& xðtÞ þ e; ð1Þ

corresponding to the frozen flux radial induction
equation at the CMB [e.g., Holme, 2007]

@Br

@t
¼ (rh ) ðuBrÞ: ð2Þ

[7] We choose to truncate the secular variation data
set at harmonic degree ‘y = 13. The main field m =
[m, ~m] is composed of a large-scale part m
obtained from published geomagnetic field models
(up to degree ‘m = 13), and a small-scale part ~m
(degrees ‘m < ‘ ! ‘m) estimated with a stochastic
approach (section 2.3). We truncate the core flow
model at ‘x = 26 [Pais and Jault, 2008], a degree
high enough to include interactions between m and
x possibly generating secular variation at ‘ ! ‘y.
The truncation level for ~m is chosen as ‘m = 40, a
degree high enough to include interactions between
~m and x possibly generating secular variation at
‘ ! ‘y. The vectors sizes of m, y and x at a single
epoch are then Nm ¼ ‘m (‘m + 2), Ny ¼ ‘y (‘y + 2)
and Nx = 2‘x (‘x + 2), respectively.

[8] The null space of the forward problem (1)
being very large, some extra constraint is needed
[Backus, 1968]. For short time scale dynamics, the
ratio between Lorentz and Coriolis forces is also
the ratio between the frequencies of Alfvén and
inertial waves, and can be estimated by the Lehnert
[1954] number l = B/Wc ffiffiffiffiffiffiffiffirm0

p
[Jault, 2008], where

c is the outer core radius, r the core density, m0 the
permeability of free space, W the rotation rate, and
B is an estimate of the magnetic field strength. B is
typically of a few mT inside the core, on the basis
of a long time scale force balance [Starchenko and
Jones, 2002], which gives l * 10(4+ 1. This
motivates the use of the quasi-geostrophic (QG)
hypothesis, a constraint which allows a flow in-
variant parallel to the rotation axis z to be described
everywhere in the outer core. It implies the
tangential geostrophy (TG) constraint rh ) (u cos
q) = 0 at the CMB [Hills, 1979; Le Mouël, 1984],
plus nonpenetration at the tangent cylinder (the
cylinder tangent to the inner core and aligned with
the rotation axis) and equatorial symmetry outside
the tangent cylinder [Pais and Jault, 2008]. We
decompose the core flow as u = ue + uzẑ. The z-

invariant equatorial component ue of the flow can
be defined with a stream function y(s, f, t) as

ueðs;f; tÞ ¼ r, ðzyÞ: ð3Þ

The description of the flow is completed by the
expression of its axial component

uzðs;f; z; tÞ ¼
(sz
HðsÞ2

usðs;f; tÞ; ð4Þ

which ensures the nonpenetration condition at the
CMB, with (s, f, z) the cylindrical coordinates and
H(s) =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

c2 ( s2
p

the half-height of a fluid column.

[9] There exists a basis of flow vectors that auto-
matically satisfy the TG constraint [Le Mouël et al.,
1985; Backus and Le Mouël, 1986]. The flow
coefficients w in that basis are related to the
coefficients x in the toroidal/poloidal expansion
through the orthogonal matrix G:

xðtÞ ¼ GwðtÞ: ð5Þ

The number of unknowns for a single epoch is then
reduced to Nw = ‘x

2 the size of the vector w
[Jackson, 1997]. We denote H(t) = A(t) G the
matrix relating the flow coefficients w to the SV
coefficients y.

[10] We follow Jackson [1997] for the implemen-
tation of the time-dependent problem [see also
Bloxham and Jackson, 1992]. The core flow coef-
ficients are expanded in terms of a basis of cubic B
splines functions Fp(t) [Lancaster and Salkauskas,
1986] uniformly spanning the time interval [ts, te]
with knot-spacing Dt:

wðtÞ ¼
X

P

p¼1
FpðtÞwp: ð6Þ

We denote W the vector [w1 . . . wP] and X the
vector [x1 . . . xP], with xp = Gwp. We sample the
time span [ts, te] with steps dt. At every epoch tj
we estimate the main field coefficients m (tj) =
m(tj) + ~m(tj) needed to build the interaction
matrices A(tj) (see section 2.3), and the data
coefficients y (tj) = @m

@t (tj). From the latter we
generate a data vector Y = [y(ts) . . . y(te)], a
combined set of SV Gauss coefficients calculated
at each time step, associated with the error vector
E = [e(ts) . . . e(te) ]. The forward problem is now
written Y = HW + E, where H is a banded matrix
with bandwidth 4Nw, calculated from the interac-
tion matrices H(tj) = A(tj) G and the value Fp (tj)
taken by each B spline Fp at epoch tj.
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[11] The solution of our problem is found by
minimizing the objective function

J ðWÞ ¼k Y(HW k2Cy
þx k W k2Qw

þm k W k2Pw
; ð7Þ

with the generic notation k V k2M¼ VTM(1V. The
first term is c2 ¼k Y(HW k2Cy, a measure of the
misfit to the SV data, with the data covariance
matrix Cy as detailed in section 2.2. The second
term is a spatial regularization of the flow model,
with x a damping parameter tuned to adjust the
compromise between a reasonable model complex-
ity and a good fit to the data. The third term
corresponds to the equatorial symmetry and
nonpenetration constraints at the tangent cylinder,
imposed using a weak form with m a parameter big
enough so that these constraints are practically
satisfied. The damping matrix Qw, together with
the constraint matrices Pw, are defined in section
2.2. Minimizing the cost function J, as defined in
equation (7), is a linear optimization problem. Its
solution is

W ¼ HTC(1y Hþ xQ(1w þ mP(1w

h i(1
HTC(1y Y: ð8Þ

In practice, dt = 1 year and P = 24, which
corresponds to a knot spacing Dt = 2 years, are
used to invert the CM4 SV coefficients spanning
[ts, te] = [1960, 2002]. Convergence of the solution
with dt has been checked for. Similarly, dt =
0.5 year and P = 25 are used to invert the xCHAOS
SV coefficients over the time span [ts, te] = [1997,
2008] (i.e., a knot spacing Dt = 0.5 year). Finally,
we derive x(t) from W using equations (5) and (6).

2.2. Regularization, Constraints, and Error
Model

[12] The norm used throughout our study to regu-
larize the problem is

Q3ðuÞ2 ¼
*

Z

CMB
D2 þ V2
" #

ds

+

¼ ðte ( tsÞ(1 k W k2Qw

¼ ðte ( tsÞ(1 k X k2Qx
;

ð9Þ

with the horizontal divergence D = rh ) u and the
radial vorticity V = r̂ )r, u. The angular brackets
denote the time-averaging operator:

hi ¼ 1

te ( ts

Z te

ts

dt: ð10Þ

The matrix Qx
(1 is bloc-diagonal, with elements

varying with harmonic degree ‘ as [‘(‘ + 1)]2/(2‘ +
1) / ‘3, and Q(1w ¼ GTQ(1x G. The extra linear
constraints in (7), namely, the equatorial symmetry
and nonpenetration at the tangent cylinder, are
calculated as in the work by Pais and Jault [2008].
They can be written in the form L x ¼ L G w ¼ 0,
which yields P(1w ¼ GTLTLG. In practice the
parameter m is large enough so that increasing it
does not affect the solution.

[13] Other quadratic norms could have been used,
such as the minimum energy norm [Madden and
Le Mouël, 1982; Pais et al., 2004]

Q1ðuÞ2 ¼
*

Z

CMB
k u k2 ds

+

/ ‘ð‘þ 1Þ
2‘þ 1

* ‘1; ð11Þ

which gives the RMS velocity Q1 and corresponds
to a relatively weaker damping of the high
harmonic degrees, or the more severe and widely
used ‘‘strong norm’’ [Bloxham, 1988; Jackson et
al., 1993; Jackson, 1997]

Q5ðuÞ2 ¼
*

Z

CMB
k rhD k2 þ k rhV k2
" #

ds

+

/ ½‘ð‘þ 1Þ&3

2‘þ 1
* ‘5: ð12Þ

Our norm Q3(u)
2 scales as ‘3, as does the strongest

component of the norm used by Pais and Jault
[2008] (symmetric part of the Reynolds tensor).

[14] We assume that the errors are stationary and that
the data covariance matrix is diagonal. We denote
sd2ð‘Þ ¼ E½ed2‘m& the data covariances, which are
independent of the spherical harmonic order m
(isotropic errors). Supposing that the energy of the
data error spreads uniformly over all harmonic
degree (i.e., flat Lowes spectrum), one obtains a
bloc-diagonal covariance matrix Cy of which ele-
ments are the variancessd2ð‘Þ ¼ h=ð‘þ 1Þð2‘þ 1Þ.
The a priori noise level is set at h = 0.4 (nT/a)2 for
both the CM4 and xCHAOS models. This choice is
somewhat arbitrary, and a better description of both
the spatial and temporal statistical behavior of data
errors could be useful in future work. First, there are
some hints that the coefficients of the data covari-
ance matrix should depend on ‘(m to account for a
poor knowledge of the magnetic field in auroral
regions [Olsen and Mandea, 2007]. Secondly the
use of a temporal regularization to generate time-
dependent field models reduces the time variability
of the SV coefficients at high degrees, penalizing the
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instantaneous secular acceleration @2Br

@t2 at small
scales. There is indeed a trade-off between the
spatial complexity and the temporal variability of
a magnetic field model. Olsen and Mandea [2008]
gave precedence to the former over the latter, as
noted by Lesur et al. [2008] who also remarked that
the secular acceleration predicted by xCHAOS is
fully controlled by the regularization process above
degree 11. Introducing time correlation in the data
errors (nondiagonal covariance matrix, i.e.,
E½ed‘mðtÞed‘mðt - tÞ& 6¼ 0Þ or a time-correlated noise
at small scales (e.g., with an ensemble approach for
the data errors) might be a way to address this issue.

2.3. Small-Scale Magnetic Field With Zero
Mean and Gaussian Time Correlation
Function

[15] An ensemble of K matrices Ak is calculated
from an ensemble of K small-scale magnetic fields
~mk. We consider the small-scale field as a random
noise with a Gaussian centered time correlation. A
set of K random small-scale main field models
~mk(t) is generated, satisfying: 8k 2 [1, K], 8‘ 2
[‘m; ‘m], 8m ! ‘, 8(t, t0) 2 [ts, te]

2,

E ~mk
‘mðtÞ; ~m

k
‘mðt0Þ

$ %

¼ s2
mð‘Þ exp (

1

2

t ( t0

tmð‘Þ

& '2
" #

; ð13Þ

where ~mk
‘m(t) denotes a coefficient of degree ‘ and

order m of the spherical harmonic expansion of the
magnetic field at epoch t. E[. . .] represents the
mathematical expectation, tm(‘) is the typical
correlation time for the main field coefficients of
degree ‘ and s2

m(‘) their variance. The choice of a
stationary Gaussian correlated stochastic process is
justified by the work of Hulot and Le Mouël
[1994]. It reflects the statistical behavior of both
the observed historical and archeomagnetic fields
[Hongre et al., 1998].

[16] In order to estimate the variances s2
m(‘) =

E[ ~m‘m(t)
2], we fit an exponential curve to the

Lowes spectrum of the main field model GRIMM
[Lesur et al., 2008] for degrees ‘ 2 [2, 13], epoch
2003.5, and extrapolate it for degrees ‘ > 13. It
gives s2

m(‘)= 1.09 , 109e(1.26‘/(‘ + 1) (2‘ + 1).
For each degree ‘, typical correlation times tm(‘)
for the main field are estimated from SV and main
field spectra [Hulot and Le Mouël, 1994],

Rð‘Þ ¼ tmð‘Þ(2 ¼
X

m!‘
g2‘m þ h2‘m
" #

" #(1
X

m!‘
_g2‘m þ _h2‘m

" #

;

ð14Þ

where the upper ‘‘dot’’ denotes the time derivative.
A power law fit for harmonic degrees ‘ ! 11 of
GRIMM at 2003.5 gives R(‘) ’ 1.47 , 10(6‘2.75

a(2. Its extrapolation gives estimates from 22 to
5 years for harmonic degrees 14 to 40 of ~B. As
mentioned in section 2.2, the SV coefficients are
likely to be too much correlated at high degrees,
because of temporal regularization of time-depen-
dent field models. Thus the choice of a power law
fit to R(‘) is questionable [see, e.g., Holme and
Olsen, 2006], and we also tried the case of an
exponential fit to R(‘) for ‘ 2 [2, 11]. We obtain
R(‘) ’ 1.1 , 10(5e0.44‘, that is tm from 14 to
0.05 years for harmonic degrees 14 to 40 of ~B. In
this latter case the small scales are much less
correlated in time, as illustrated in Figure 1. Figure 1
also shows that our synthetic coefficient time series,
computed by low-pass filtering a random noise,
have correlation times very close to what is
requested. These time series are normalized in order
to have the required variance s2

m(‘), and sampled
every d t to produce the coefficients ~m‘m(tj).

Figure 1. The main field correlation time tm as a
function of harmonic degree ‘, estimated from the ratio
R(‘) for the GRIMM model at epoch 2003.5 (green
triangles), its exponential and power law fits (dotted
black), and calculated from the synthetic time series (red
circles, power law fit; red crosses, exponential fit). Only
harmonic degrees above ‘ = 13 (to the right of the
vertical line) are used in the ensemble inversion.
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[17] We concatenate the large-scale main field
coefficients with the small-scale random ones into
an ensemble of K models mk(t) = [m(t), ~mk(t)].
From these, we generate K matrices

AkðtÞ ¼ A½mkðtÞ& ¼ AðtÞ þ ~AkðtÞ; ð15Þ

where we can separate the mean interaction matrix
A(t) = A[m(t)] and ~Ak(t) = A[ ~mk(t)] since the
operator A is linear. Matrices Ak are used to invert
for K flow models xk, as detailed in section 2.1.
The choice of the damping parameter x is such that

the normalized misfit to the data M ¼
ffiffiffiffiffiffi

c2

PNy

q

, the
first term in the cost function J defined in equation
(7), is of order unity for each of the individual
models xk.

3. Accounting for Rapid Changes in the
Secular Variation

3.1. Ensemble of Flow Solutions

[18] Figure 2 illustrates several core flow solutions
from the ensemble of models xk at the epoch 1980
(from CM4). Local features of the flows vary
widely from one model to the other: see for
instance the cyclonic (yellow) patch to the west of
the Greenwich meridian, the location of the
maximal cyclonic vorticity in the Pacific hemi-
sphere, or the variability in the intensity of the
anticyclonic (blue) vortices in the Atlantic hemi-
sphere. It illustrates how the ignorance of the
small-scale magnetic field ~B bears upon the
solution of the core flow inverse problem. This

Figure 2. Snapshots of the stream function y in the equatorial plane outside the tangent cylinder, viewed from the
North Pole, for several models xk of the ensemble solution, from CM4 at epoch 1980, for x = 10(3 and tm(‘)
estimated with an exponential fit to R(‘). The color scale ranges between ±8 (dimensionless units), with contours
every 0.4 and the zero contour in bold. The blue (yellow) areas correspond to anticyclonic (cyclonic) circulations.
The thin black radial line corresponds to the projection of the Greenwich meridian on the equatorial plane.
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dispersion means that most of the small length-
scale vortices are not resolved.

[19] In Figure 3, the CMB flow spectra for models
xk are compared to the spectrum for the mean
model

x̂ðtÞ ¼ 1

K

X

K

k¼1
xkðtÞ; ð16Þ

Averaged solutions are calculated using K = 25
realizations of ~B, which, as we checked, is enough
to obtain a converged average model x̂. The time
averaged kinetic energy spectra Es (Et) for the
poloidal (toroidal) components of the flow are
defined as

Esð‘Þ; Etð‘Þf g ¼
*

‘ð‘þ 1Þ
2‘þ 1

X

m!‘

(

ss‘mðtÞ
2 þ sc‘mðtÞ

2; ts‘mðtÞ
2

þ tc‘mðtÞ
2

)

+

;

where the fss;c‘m; t
s;c
‘mg are the poloidal and toroidal

spherical harmonic flow coefficients [e.g., Holme,
2007], with the notation h. . .i defined in equation
(10). Above harmonic degree 10 or so, the mean
flow becomes less and less energetic compared to
any of the individual realizations: small-scale flow
structures cancel out from one inversion to the
other. The agreement between the different in-
dividual solutions below degree 10 means that the
(large-scale) average over the ensemble of flow
solutions can be considered as a resolved compo-

nent of the core flow. In Figure 2, it essentially
corresponds to an eccentric planetary-scale antic-
yclonic gyre that shows a dichotomy between the
Atlantic and Pacific hemispheres, with a few large-
to medium-scale vortices superimposed on it (see
section 5).

[20] Figure 4 illustrates that the average solution x̂
(still for CM4) depends only weakly on the choice
of the damping parameter x. This result contrasts
with the stronger dependence on x of the snapshot
flow solutions previously calculated [e.g., Pais and
Hulot, 2000; Eymin and Hulot, 2005]. Jackson
[1997] found that the RMS velocity of his time-
dependent flow solution increases by a factor of
30% as the damping parameter x is divided by 10.
In our study, the RMS flow velocity (the norm Q1,
see Table 1) for the average solution x̂ calculated
from CM4 changes only by 3% as x is divided by
10, whereas individual solutions xk change by
about 20%. The dependence on x of the norm Q3

used to penalize the high degrees is larger, with
23% and 50% evolutions for x̂ and the xk,
respectively. The conventional solution, chosen
according to some criterion about the misfit on a
trade-off curve, depends strongly on the a priori
choice of an error model which is poorly
documented. Our new approach to calculate
resolved core flows can also be compared to the

Figure 3. Time averaged toroidal Et (top set of curves)
and poloidal Es (bottom set of curves) CMB flow power
spectra for the ensemble of models xk (green) and the
average x̂ (red), from CM4, for x = 10(3 and tm(‘)
estimated with an exponential fit to R(‘).

Figure 4. Time averaged toroidal E t (top set of curves)
and poloidal Es (bottom set of curves) CMB flow power
spectra for the average models x̂ inverted from CM4, for
several models of ~B and different damping parameters
x. Time correlated ~B with !m(‘) estimated with an
exponential fit to R(‘) and three different values of x =
3 , 10(4 (bold green), 10(3 (bold red), and 3 , 10(3

(bold blue). Time correlated ~B with !m(‘) estimated
with a power law fit to R(‘) and x = 10(3 (thin red).
Bold black indicates uncorrelated ~B and x = 3 , 10(4.
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method recently put forward by two of us [Pais
and Jault, 2008]. They developed an inversion
scheme where the spatial resolution errors were
estimated iteratively. Results were similar in that
much the kinetic energy of the largest scales of the
flow did not depend on the a priori error model.
They differed to the extent that the harmonic
degree above which regularization strongly re-
duced the flow amplitude varied with the error
model (compare, e.g., Pais and Jault’s [2008]
Figure 7 (left) and Figure 7 (right)). Our results
give credit to the ensemble approach, where the
calculated solutions are much less sensitive to the
initial error model and to the choice of the free
parameter x, as shown in Table 1.

[21] In the same Figure 4, we also compare spectra
of average flow solutions x̂ calculated from several
models of ~B, either presenting no time correlation
(bold black), or with time correlation tm(‘) esti-
mated from an exponential (bold red) or a power
law (thin red) fit to R(‘) (see section 2.3). For an
ensemble of flow solutions presenting a similar
misfit Mk to the data in all cases, using a small-
scale magnetic field model ~B independent from
one epoch to the other increases the energy and the
complexity of the solution x̂. This means that the
advection of an uncorrelated ~B is less able to
account for the observed smooth variation of the
field. Hence, we have a first indication that time
correlation of ~B matters. However, one can notice
that the a priori choice of scaling for tm(‘) does
not strongly affect the average flow solution x̂.

[22] We have also tested the effect of weaker and
stronger norms, imposing damping matrices with
diagonal elements proportional to ‘1 and ‘5, re-
spectively (see section 2.2). Using a stronger
(weaker) norm brings more energy into larger

(smaller) scales for the mean solution x̂ (for the
ensemble of models xk each presenting a misfit
Mk’ 1 in all cases). We observe that the
unresolved flow at high degrees (the part which
varies from one realization to the other) is
relatively less important for a strong norm than
for a weak norm: the dispersion of the ensemble of
flow solutions is smaller with a strong norm. As we
require in both cases the ensemble of individual
flow models to fit the data well, using a strong
norm generates an average solution which can
account for a larger part of the signal than using a
weak norm does. The robust character of our flow
solutions, which depends only weakly on the value
of the damping parameter x, is nevertheless
conditional on the definition of the norm
k . . . kQw . However, the main conclusions derived
in the next sections about the statistical properties
of the spatial resolution errors, the fit to geophy-
sical data, the planetary-scale anticyclonic gyre,
and the magnetic diffusion are not qualitatively
affected by this a priori choice.

3.2. Statistical Properties of the Spatial
Resolution Errors

[23] Because of underparameterization of the for-
ward problem, most previous studies try to explain
all the observed SV as an effect of a large-scale
field B being advected by a large-scale flow. As a
result, some aliasing occurs over the large-scale
flow coefficients [Celaya and Wahr, 1996]. Here
we try to circumvent this difficulty using a sto-
chastic model for ~B and allowing the individual
flows that fit the SV data to have smaller scales.

[24] We define the spatial resolution errors er as the
difference between (1) the predictions resulting

Table 1. Comparison of Different Flow Inversions Considered in This Studya

SV Model Time Correlation x M̂ M (x̂) Q̂3 Q3(x̂) Q̂1 Q1(x̂)

CM4 white 3 10(4 1.54 5.35 17.96 10.39 18.01 14.30
CM4 Gaussian (pow) 1 10(3 1.52 6.40 12.34 7.73 14.68 12.41
CM4 Gaussian (exp) 3 10(4 1.02 6.56 15.16 8.57 16.13 12.57
CM4 Gaussian (exp) 1 10(3 1.57 6.33 12.41 7.81 14.76 12.45
CM4 Gaussian (exp) 3 10(3 2.35 6.31 10.09 6.98 13.59 12.18
xCHAOS Gaussian (exp) 3 10(4 0.48 5.36 14.93 8.29 16.54 13.49
xCHAOS Gaussian (exp) 1 10(3 0.73 5.09 12.31 7.60 15.57 13.55
xCHAOS Gaussian (exp) 3 10(3 1.06 4.88 10.38 7.04 14.86 13.52
xCHAOS Gaussian (exp) 1 10(2 1.59 4.82 8.66 6.45 14.16 13.34
xCHAOS Gaussian (exp) 3 10(2 2.37 5.06 7.28 5.85 13.47 12.99

aM̂, Q̂3, and Q̂1 stand for the average over the K realizations of the misfit and the norms, respectively. The RMS velocityQ1 is given in km a(1.
The norm Q3 (homogeneous to the RMS radial vorticity) is given in 10(5 d(1. The abbreviations ‘‘pow’’ and ‘‘exp’’ stand for ‘‘exponential’’ and
‘‘power law’’ fit to the ratio R(‘), respectively.
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from the average and resolved flow model x̂
interacting with the ‘‘known’’ large-scale main
field m and (2) the predictions from each xk

interacting with its associated mk = mþ ~mk:

erk ¼ A x̂( Ak xk ; ð18Þ

with the matrices A and Ak as defined in
section 2.3.

[25] Our method for estimating the effect of the
unresolved magnetic field differs from that of
Eymin and Hulot [2005] and Pais and Jault
[2008]. These two studies aimed at estimating
the spatial resolution errors in order to recover
the largest scales of the core flow in a consistent

way. In the work by Pais and Jault [2008], the
spatial resolution errors were added to the obser-
vation errors in the objective function (see its
definition (7) in our case), so that they contribute
to condition the computed flow. Instead, we
estimate the spatial resolution errors ex post facto
in order to quantify the predicting power of the
average flow solution x̂ and to discuss their
stationarity.

[26] We first discuss the spatial properties of the
error budget, before its temporal characteristics are
analyzed. Figure 5 shows the time averaged SV
Lowes spectra at the Earth’s surface (radius a =
6371.2 km) for the data, the model predictions and
prediction errors, for an ensemble inversion using
the CM4 (Figure 5, top) and xCHAOS (Figure 5,
bottom) magnetic field models. As required by our
choice of the damping parameter (see section 2.2
and below), any of the individual flow models xk

accounts well for the SV data: the energy of the
prediction errors from the several xk is much
smaller than that of the SV signal for harmonic
degrees ‘ < 11 for CM4 and ‘ < 12 for xCHAOS.
The mean velocity model x̂ is less able to account
for the observed SV as it includes much fewer
small scales at harmonic degrees ‘ > 10.

[27] In agreement with what Pais and Jault [2008]
found for the snapshot core flow inverse problem,
the spatial resolution errors er strongly dominate
the error budget at the low harmonic degrees,
whereas the noise level h from the data errors ed

becomes important at higher degrees. We estimate
the time average variances of the spatial resolution
errors per harmonic degree, averaged over the K
realizations, as

srð‘Þ2 ¼ 1

2‘þ 1

X

m!‘

1

K

X

K

k¼1
herk‘mðtÞ

2i; ð19Þ

using the notation (10). They can be fitted as
sr2ð‘Þ ’ sr2

0 expð(‘Þ, with sr2
0 = 53 (nT/a)2 for

CM4, and 29 (nT/a)2 for xCHAOS; note that the
Lowes spectra of the spatial resolution error in
Figure 5 is given by (‘ + 1) (2‘ + 1) sr(‘)2. We
observe that the prediction errors spectrum dom-
inates that of the spatial resolution errors for ‘ . 8
for both CM4 and xCHAOS (see the green and
blue dotted curves in Figure 5), a degree above
which spatial resolution errors become relatively
less important. Our estimate of sr

0 for xCHAOS is
in agreement with the findings of Pais and Jault
[2008] from the closely related CHAOS model
[Olsen et al., 2006]. The larger time averaged

Figure 5. Time averaged SV Lowes spectra at the
Earth surface, from (top) CM4 (x = 10(3) and (bottom)
xCHAOS (x = 3 , 10(3): data (black) and noise level
(dotted black), average predictions (green), average
prediction errors (dotted green), and average spatial
resolution errors (dotted blue) over the ensemble of
models xk, predictions (red) and prediction errors
(dotted red) for x̂. The correlation times tm(‘) of ~B
are calculated with an exponential fit to R(‘).
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values of sr(‘)2 found for CM4 than for xCHAOS
illustrate that the average model x̂ is able to better
account for the xCHAOS SV than for the CM4 SV,
at least over the full time span [ts, te] of these
models. That suggests that the time average
accuracy of xCHAOS is better than that of CM4.
We now concentrate on the time variation of the
spatial resolution errors.

[28] Figure 6 shows that the normalized residuals
Mk for the flow models xk inverted from CM4
gradually decrease with time, by about 30% after
say 1975 (thin curves). We attribute this result to a
gradual improvement in data quality with time,
with the Magsat satellite mission in 1980 and the
increasing accuracy in the observatory measure-
ments over the past 50 years (see section 6). The
normalized prediction errors M (x̂) for the average
model x̂ interacting with the large-scale magnetic
field m (which is a good approximation of the
normalized spatial resolution errors at low degrees:
see Figure 5, dotted red and blue curves) also
shows a 30% drop between 1980 and 1995: our
resolved large-scale flow better accounts for the
observed secular variation after 1990 than before
1980. We suspect we may be underestimating the
data errors in the first half of the time span (as we
considered stationary data errors ed for simplicity),
and thus map part of ed into the spatial resolution
errors. Interestingly, the misfit for the average
model M (x̂) found at the end of CM4 matches
well that found for the starting epochs of xCHAOS

(note that the a priori choice of noise level is
similar for both models): it seems that the accuracy
of both models is somewhat similar for the time
interval during which they overlap. We can as well
detect a significant decrease of the prediction errors
for x̂ over the satellite era. We have no explanation
for this result, except for the first 2 years of
xCHAOS, which are not constrained by satellite
data but by observatory monthly means only.
Finally, note that the time evolution of the residuals
for the average model x̂ is only slightly affected by
our choice of damping parameter x, as can be seen
in Figure 6.

[29] We calculate for each spherical harmonic
coefficient the time correlation of the spatial reso-
lution errors as an average over the K realizations:

rr‘mðtÞ ¼
1

K

X

K

k¼1

Z te(t

ts

erk‘mðtÞ ( herk‘mi
$ %

erk‘mðt þ tÞ ( herk‘mi
$ %

dt

te ( ts ( tð Þ
*

erk‘mðtÞ ( herk‘mi
$ %2

+ ;

ð20Þ

with the notation h. . .i of equation (10). For
simplicity, the spatial resolution errors are assumed
stationary (but see the discussion above). Figure 7
presents the calculated rr‘m(t) for all harmonic
coefficients. We find no obvious dependence of
rr‘m(t) on the degree ‘, the order m or (‘ ( m).
Some dispersion in both the correlation time (from
5 to 15 a) and the shape of the correlation function
is observed for the SV coefficients for which the
spatial resolution errors dominate the residuals of
individual inversions (‘ ! 8). The coefficients of
higher degree are correlated as well, over similar
time scales, with very little dispersion.

Figure 6. Normalized misfit to the data (CM4
continued by xCHAOS) Mk associated with the
ensemble of flows xk (thin curves) and M (x̂)
associated with the average flow solution x̂ (bold
curves), calculated for several damping parameters
increasing from green to blue: x = (0.3, 1,3) , 10(3

(CM4) and x = (1, 3,10) , 10(3 (xCHAOS). The
correlation times tm(‘) of ~B are calculated with an
exponential fit to R(‘).

Figure 7. Correlation "r‘m(t) for the spatial resolution
errors as defined in equation (20), from CM4, with x =
10(3 and an exponential fit to R(‘) for the estimation of

!m(‘). The harmonic degree value is indicated in the
horizontal axis, and all coefficients within a certain ‘ are
listed in the following order: _g1

0, _g1
1, _h1

1, _g2
0, _g2

1, _h2
1, _g2

2,
h2
2, _g3

0 . . . _g13
13, _h13

13.
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[30] We have now a clear assessment of the statis-
tical properties of spatial resolution errors. On the
one hand, they have variances sr(‘)2 large enough
to yield a significant misfit between SV data and
predictions from the resolved core flow interacting
with the large-scale magnetic field. On the other
hand, the finite correlation time, of the order of
10 years, of the spatial resolution errors implies
that this misfit does not change abruptly, but slowly
evolves over subdecade time scales. There is more
information to be collected in the temporal changes
of the SV data, which we can attribute to rapid
changes of the flow, rather than in their absolute
level, which has an important contribution from
(time correlated) nonlinear interactions involving
small length scales features. Specifically, rapid
changes in the SV such as geomagnetic jerks
should be well predicted by the resolved part of
our core flow models.

3.3. SV at Observatory Location

[31] In Figures 8 and 9we compare our flow model
predictions inferred from CM4 with the SV annual
mean data at the observatories in Hermanus (South
Africa), Macquarie Island (Australia), Kakioka
(Japan) and Niemegk (Germany). All models xk

fit the data well (green curves). It means that it is
possible to account for the observatory data with
rather energetic QG flows presenting numerous
small structures (see section 5). The less energetic
average flow does not fit the data as well as the
individual realizations xk do (red curve). Note that
the average of the predictions from the xk is not the
prediction of the mean flow x̂, because it is not a
linear function of the small-scale field ~B.

[32] Typically, the prediction of x̂ is less than the
observed SV (at least for most cases where the
amplitude of the SV signal is large). As a conse-
quence, the residuals from the averaged model x̂,
and thus the spatial resolution errors, tend to be
correlated with the SV data. In other words, the
average model x̂ fails to predict part of the highs

Figure 8. X, Y and Z components of the secular variation annual means (black circles) at (left) the Hermanus
observatory (South Africa) and (right) the Macquarie Island observatory (Australia), superimposed on model
predictions for the ensemble of models xk (green) and the average model x̂ (red), from CM4, with x = 10(3 and an
exponential fit to R(‘) for the estimation of tm(‘).
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and lows on a map of the SV at the Earth’s surface.
Our estimates of x̂ act as a low-pass filter of the
actual velocity at the core surface, keeping only the
large length scales of the flow but with gain
probably less than one.

[33] As we anticipated, the flow x̂ accounts much
better for the temporal changes of the magnetic
field SV recorded in the observatories than for its
amplitude; see, e.g., the almost constant shift, on
all three components, between the observations and
the x̂ prediction at Hermanus, from both CM4
(Figure 8) and xCHAOS (Figure 10). The charac-
teristic signature of geomagnetic jerks can be well
reproduced from our robust QG flow model (all
three components at Niemegk, Y component at
Hermanus, Z component at Kakioka). In another
instance, the rapid changes in the 1970s and around
2000 are missing (Y component in Kakioka, but see
the weak amplitude of the signal at that epoch).
Note that all three components at Niemegk, located
in a region where there are many magnetic obser-
vatories, are well reproduced. Figure 10 shows
flow model predictions inferred from xCHAOS
with annual differences of both annual and month-

ly means at Niemegk and Hermanus observatories
(the latter have been collated by Chulliat and Telali
[2007]). They are shown in the geomagnetic dipole
coordinate system (Xd, Yd, Zd), rather than in the
geographic frame (X, Y, Z) = (North, East, Down),
in order to reduce the scatter of the monthly means
data due to external field sources, and thus facili-
tate the comparison. Our models can account rather
well for the rapid changes reported by Olsen and
Mandea [2007, 2008] on the Yd component at
Niemegk (around 2003 and 2005) and at Hermanus
(in 2005), where the amplitude of the signal is
much larger. The wiggle of similar amplitude,
observed on the Zd component at Hermanus around
2003, is not modeled by the xCHAOS magnetic
model, and thus cannot be reproduced by our
ensemble of flow model predictions.

4. On a Possible Misinterpretation of
Apparent Frozen Flux Violation

[34] Magnetic diffusion, as a source of modeling
errors in calculation of core surface flows, has been
much studied [see Holme and Olsen, 2006, and

Figure 9. Same as Figure 8 at (left) the Kakioka observatory (Japan) and (right) the Niemegk observatory
(Germany).
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references therein]. Let us assume that the time
correlation of the errors arising because of mag-
netic diffusion can be directly inferred from the
time correlation tm of the observed magnetic field
(see section 2.3). The latter time decreases, as a
function of harmonic degree, from a few hundred
years for ‘ = 2 down to about 20 years for ‘ = 13.
According to this reasoning, magnetic diffusion
cannot hinder the identification of the core flow
features responsible for the rapid changes of the
magnetic field.

[35] In this section, we aim to estimate how much
of the apparent signature of diffusion observed in
the main field models is associated with the SV
induced by the spatial resolution errors. The frozen
flux approximation leads to conservation laws
[Backus, 1968] on the magnetic flux through
surfaces S bounded by material curves C on which
Br = 0:

d

dt

Z

S
Br ds ¼

d

dt

Z

CMB
jBrjds ¼ 0: ð21Þ

However, we do not have access to the actual null-
flux curves C, since they are influenced by the
small-scale field ~Br and only the large-scale field Br

is known. The technique to detect magnetic
diffusion at the CMB has then been to monitor
the time evolution of the flux of magnetic field
through patches S bounded by the curves C where
Br = 0 [Bloxham et al., 1989]. From the induction
equation (2) projected onto the subspace of large-
scale components (‘ ! 13), and allowing for
prediction errors from the inverted flows, one finds

@Br

@t
¼ (rh ) uk Br þ ~Bk

r

$ %" #

þ ek ; ð22Þ

where ek represents the residual after the inversion
for the individual flow uk calculated from the
realization ~Br

k of the small-scale magnetic field.
The overbar denotes the projection on the spherical
harmonic coefficients of degree ‘ ! 13. The frozen
flux necessary condition through any patch S is:

Z

S

@Br

@t
þrh ) ukBr

" #

* +

ds ¼ (
Z

S
rh ) uk ~Bk

r

" #

þ ek
h i

ds:

ð23Þ

Figure 10. Annual differences of annual (black circles) and monthly (black crosses) means in geomagnetic dipole
coordinate (Xd, Yd, Zd) at (left) the Hermanus observatory (South Africa) and (right) the Niemegk observatory
(Germany), superimposed with model predictions for the ensemble of models xk (green) and the average model x̂
(red), from xCHAOS, with x = 3 , 10(3 and an exponential fit to R(‘) for the estimation of tm(‘).
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[36] Neglecting the second term in the left-hand
side and the right-hand side of equation (23) gives
the condition which has been used as a test of
frozen flux from magnetic field models [Gubbins,
1983]. We seek to quantify the importance of the
extra terms in equation (23), in particular that
involving the small-scale unresolved magnetic
field ~Br and that related to the prediction errors e.
We focus our study (Figure 11, top) on the reverse
flux patch beneath South Atlantic and Indian
oceans, which has given the main evidence for
apparent frozen flux violation [Bloxham et al.,
1989; Gubbins, 2007]. In order to calculate flux
integrals, we cover the region of interest with a
triangulation on the unit sphere, and then use

simple techniques to estimate integrals over each
spherical triangle [Renka, 1997].

[37] On the left-hand side of equation (23), the
surface integral of the divergence term involving
the large-scale field Br would be identically zero if
all length scales of the divergence were allowed
(because of the divergence theorem and using the
fact that Br = 0 along each S contour). We find (see
the red curves of Figure 11) that it is effectively of
much weaker amplitude than all other terms of
equation (23). We find also (green curves in Figure
11, top) that the term involving the small-scale
unresolved magnetic field in equation (23) is not
the main contribution to the change of magnetic
flux through the Southern Hemisphere reverse flux
patch for the CM4 comprehensive model. It gives
an error bar of the order of ±5 MWb/a on the flux
integral variation resulting from the spatial resolu-
tion errors, for this specific reverse flux patch.
Instead, residuals ek from our flow models (har-
monic degrees ‘ = 10–13) account for most of the
observed violation of the frozen flux constraint
(blue curves in Figure 11). Figure 5 indeed shows
that the residuals from the flow models have the
same energy as the CM4 SV model for these
harmonic degrees. Figure 11 (top) also shows that
the flux linked to this Southern Hemisphere patch
changes much more slowly after 1980 than before.
It is tempting to associate, once again, this obser-
vation with an improvement in the accuracy of
magnetic field models for recent epochs: it may not
be possible to resolve SV coefficients of degree ‘ =
10–13 in the first half of the time interval covered
by CM4. The variation in flux through the reverse
flux patch for xCHAOS is weaker than that for
CM4. It actually happens to be within the error
bars estimated from the term involving the unre-
solved magnetic field, which means that we cannot
derive yet a definitive conclusion about the actual
presence of diffusion in the past decade.

[38] Studying the total unsigned flux, we reach the
same conclusions. Dividing the CMB into I+

patches Si
+ where Br > 0, and I( patches Si

( where
Br < 0, we obtain from equation (23)

Z

CMB

@jBrj
@t

þrh ) uk jBrj
" #

* +

ds

¼ (
X

Iþ

i¼1

Z

S
þ
i

rh ) uk~Bk
r

" #

dsþ ek
h i

ds

þ
X

I(

i¼1

Z

S
(
i

rh ) uk ~Bk
r

" #

þ ek
h i

ds: ð24Þ

Figure 11. (top) Time variation of the SV flux through
the Southern Hemisphere reverse flux patch (below
South Atlantic and Indian Ocean). (bottom) Time
variation of the total unsigned SV flux through the
CMB. Black indicates flux calculated for the CM4 and
xCHAOS models. Blue indicates flux associated with
the residuals from the ensemble of flow models xk.
Green indicates flux predicted from the flow models xk

advecting mþ ~mk . Red indicates flux predicted from
the average flow model x̂ advecting m. The correlation
times tm(‘) of ~B are calculated with an exponential fit
to R(‘). The damping parameters are x = 10(3 (CM4)
and x = 3 , 10(3 (xCHAOS).
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It corresponds to the global unsigned flux con-
servation law. We computed the different con-
tributing integrals in equation (24). The sign of the
main field Br at each point determines whether the
cell corresponding to this point belongs to a flux
patch Si

+ or Si
(. Figure 11 (bottom) shows that the

residuals ek from the ensemble of flow models xk,
rather than the induction term involving ~Bk,
account for the observed variation of the total
unsigned flux for CM4. The latter only gives a
lower bound for detectable decadal fluctuations of
the global unsigned flux, of the order of ±20 MWb/
a. The variations in the unsigned flux, as
reconstructed from CM4, are much weaker after
1980. One cannot rule out the possibility of
geomagnetic inverse problem side effects to
explain this behavior: models such as CM4 or
xCHAOS result from minimizing the time integral
of both a misfit to the geomagnetic data and some
norm of Br at the CMB. Because the quantity and
quality of the data vary in time, some artificial
variation in the model complexity is generated,
which implies artificial unsigned flux variations.
These are particularly severe close to the end-
points, and the spatial norm of the model (hence
the unsigned flux) typically reaches a minimum
somewhere in the middle of the time interval. As a
consequence, the SV unsigned flux evolves in time
from negative to positive values, a characteristics
which is observed for both the CM4 and xCHAOS
models (see Figure 11, bottom).

[39] For CM4, the main source of flux variation
detected in this study arises from residuals at high
degrees, and not from the ‘‘subgrid-scale process-
es’’ modeled through the spatial resolution error.
Our results then support the approach which con-
sists in imposing constraints on the magnetic flux
[Constable et al., 1993; O’Brien et al., 1998;
Jackson et al., 2007]. This was already a conclu-
sion of Bloxham et al. [1989]. For field models
built from spatially dense satellite data, such as
xCHAOS, the reconstructed flux variation is within
our estimate of the error bars because of the
unresolved magnetic field.

5. Planetary-Scale Anticyclonic Gyre
and Length of Day Variation

[40] Our averaged flow models x̂ show large- to
medium-scale vortices superimposed on an eccen-
tric and planetary-scale anticyclonic gyre (see the
maps of the stream function in Figure 12). The
vortices present for the satellite era were already
found in the snapshot study by Pais and Jault

[2008], with similar sign and location. However, it
is worth noticing that their results show more
small-scale features than ours. Two explanations
can be offered. First of all, we remark above
(Figure 4 and section 3.1) that taking into account
the time correlation of ~B decreases the spatial
complexity of the average flow. Inverting the flow
at a single epoch, as Pais and Jault [2008] did,
corresponds to neglecting the time correlation of ~B.
Secondly, these authors used a more complicated
damping function: an extra soft constraint on us
was imposed in order to represent the b effect
characteristic of the quasi-geostrophic physics.
Here we decided to use only one regularization
(to avoid the use of two adjustable parameters).
Eventually, a data assimilation framework may
prove more appropriate to introduce dynamical
constraints and to ponder the significance of
small-scale vortices (see section 6).

[41] The planetary-scale anticyclonic gyre is al-
most tangent to the inner cylinder below the Pacific
ocean, and flows at larger cylindrical radii below
Asia (see Figure 12). This westward current, al-
ready described by Pais and Jault [2008], is
particularly noticeable for the most recent epochs,
for which it is modeled from the xCHAOS ‘‘data.’’
There is a nice agreement between the flow models
obtained from xCHAOS and that found at the end
of the CM4 era around 2000. The variations in the
core angular momentum, responsible for the ob-
served length of day variation (LOD) [Jault et al.,
1988; Jackson et al., 1993], are carried by small
perturbations around this gyre.

[42] Flow model predictions of the LOD variation
constitute an independent test involving the time
changes of the toroidal coefficients t1

0 and t3
0 (but not

their mean amplitude). As illustrated in Figure 13,
we can see that the LOD variations for the most
recent epochs (xCHAOS era) are well accounted for
by our flow models. Moreover, the predictions are
almost continuous around 2000 between the two
models derived from CM4 and xCHAOS (the same
shift, equivalent to a 9.5 ms potential LOD change,
has been applied to all predictions from both
magnetic models). However, the development of
the gyre in the decade 1985–1995 corresponds to a
large increase of the westward core angular mo-
mentum that is not matched by an increase of the
eastward mantle angular momentum and conse-
quent decrease of length of day, as inferred from
the LOD data. The discrepancy is as large as 3 to
4 ms over almost 10 years. A similar difficulty has
been reported by Wardinski [2004]. The use of
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another model (C3FM [Wardinski and Holme,
2006]) and of a weaker constraint (TG only) only
slightly help to reduce this mismatch. Figure 13
also illustrates the dispersion in the LOD model
predictions over the ensemble of flow models xk.
The predictions from almost all models are at odds
with the LOD changes observed in the decade
centered in 1990.

[43] The RMS flow velocities collected in Table 2
illustrate that our average flow models x̂ are
dominated by their stationary component hx̂i,
amongst which the eccentric gyre. This stationary
flow is composed of a nonnegligible zonal com-
ponent hx̂i0, of which the RMS velocity is typically
half that of the total flow. On the contrary, the time-
variable flow x̂0 = x̂ ( hx̂i is mainly composed of
nonzonal velocity structures. For the calculations

performed using xCHAOS over the period 1997–
2008, which show a good fit to the LOD data, the
RMS velocity of the time-variable axisymmetric
flow x̂00 (responsible for the LOD variations) is
only 28% that of x̂0. Our findings contrast with the
scenario proposed by Bloxham et al. [2002], in
which LOD variations and jerks detected at obser-
vatory locations are attributed to torsional oscilla-
tions superimposed on a stationary flow.

[44] We find a larger interannual variability for the
flow models calculated from CM4 than from
xCHAOS. The correlation between two stream
function maps y(s, f, t) obtained from xCHAOS
at two different epochs (from 1998 to 2008) always
exceeds 0.985. This value can be compared to
0.95, the correlation between the two stream func-
tion maps calculated from CM4 for the epochs

Figure 12. Snapshots of the stream function y in the equatorial plane outside the tangent cylinder, viewed from the
North Pole, for the average model x̂ at several epochs. The color scale ranges between = ±8 (dimensionless units),
with contours every 0.4 and the zero contour in bold. The blue (yellow) areas correspond to anticyclonic (cyclonic)
circulations. The thin black radial line corresponds to the projection of the Greenwich meridian on the equatorial
plane. The correlation times tm(‘) of ~B are calculated with an exponential fit to R(‘). The damping parameters are x =
10(3 (CM4) and x = 3 , 10(3 (xCHAOS).
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1990 and 2000. The lowest correlation between
any two epochs of CM4, 0.82, corresponds to maps
calculated for 1972 and 2002. We wonder whether
some of the variability of the CM4 magnetic field
model is spurious, as CM4 incorporates different
types of data during its time span. It is possible also
that xCHAOS shows too few fluctuations (because
of a too heavily penalized secular acceleration, see
section 2.2). Finally, there could be as well some
real time variations in the amplitude of the nonsta-
tionary flow over the past 50 years.

[45] The eccentric gyre contains two regions of
strong azimuthal flows respectively at radii s ’ 0.4
(close to the tangent cylinder) and s ’ 0.85 (near
30! latitude), a point which was already noted by
Pais and Jault [2008] in their study of successive
snapshots in 2001, 2002.5 and 2004. These two
regions are connected by an ageostrophic flow (see
the cylindrical radial flow below southeast Asia in
Figure 12). The existence of such an ageostrophic
flow over decadal time scales requires the magnetic
field inside the outer core to be strong enough. Let
us infer typical values for the internal magnetic
field from a balance between Lorentz and Coriolis
forces in the equation for the vertical vorticity,
neglecting inertia:

2rWs
HðsÞ2

us *
1

2m0HðsÞ

Z þH

(H
z )r, r, Bð Þ , B½ & dz; ð25Þ

We further assume that B is essentially parallel to
the gyre, i.e., frozen where the flow is the most
rapid, in order to minimize induction. We note (B?,
d?) and (Bk, dk) the magnetic field components and
their associated length scales, normal and tangent
to the flow, respectively. Our local frozen flux
hypothesis means that B?+Bk. Furthermore the
solenoidal condition, for negligible gradients of Bz

along the rotation axis, gives d? * B?
Bk
dk+dk, so

that one can estimate the electrical currents as
Bk
d?
,

and the Lorentz force in equation (25) as
BkB?

d2?
. Such

a balance gives the scaling law

B?Bk * 2rm0W
sd2?u

/
s

HðsÞ2
; ð26Þ

with u*s’ 15 km/a the peak radial velocity along
the gyre, and d?’ 250 km the half-width of the
gyre estimated at this location. It gives a typical
value of order 3 mT for the magnetic field

ffiffiffiffiffiffiffiffiffiffiffi

B?Bk
p

inside the core, an estimate ten times larger than
the RMS value of Br obtained at the CMB from
geomagnetic models such as xCHAOS or CM4.
Such an estimate compares well with that obtained
with scaling laws derived from geodynamo models

Figure 13. Length of day variations: data (black) and
predictions from the ensemble of flow models xk (green)
and from the average model x̂ (red), from CM4 (x =
10(3) and xCHAOS (x = 3 , 10(3), with tm(‘)
calculated with an exponential fit to R(‘). The same shift
has been applied to all predictions from both magnetic
models. The data are computed from the excess LOD
(as provided by the Earth Orientation Center at the Paris
Observatory, see http://hpiers.obspm.fr/eop-pc/) cor-
rected from the atmospheric angular momentum
(NCEP/NCAR reanalysis to obtain the effective angular
momentum functions, see http://ftp.aer.com/pub/anon_-
collaborations/sba/). After a singular spectrum analysis
decomposition, LOD variations are finally reconstructed
from the first three empirical orthogonal functions using
the SSA-MTM toolkit [Ghil et al., 2002].

Table 2. Time Averages of the RMS Flow Velocities Q1 for Average Flow Models x̂, Their Stationary Component

hx̂i, and Their Time-Dependent Component x̂0a

SV Model Time Correlation x Q1(x̂) Q1(x̂0) Q1(hx̂i) Q1(hx̂i0) Q1(x̂
0) Q1(x̂

0
0)

CM4 Gaussian (exp) 1 10(3 12.45 5.78 10.99 5.24 6.06 2.45
xCHAOS Gaussian (exp) 3 10(3 13.52 7.66 13.40 7.62 2.32 0.65

a
Flow velocities are in km a(1. For each component, the values of the RMS axisymmetric flow (coefficients of order m = 0) is indicated with the

subscript 0. For both the CM4 and xCHAOS SV ‘‘data,’’ a representative flow model calculated with an intermediate damping parameter x (see
Table 1) is illustrated, in the case of an exponential fit to the ratio R(‘).
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for two different force balances [Starchenko and
Jones, 2002; Christensen and Aubert, 2006]. As a
consequence it gives an estimate for the Alfvén
waves period much shorter than that provided by
Zatman and Bloxham [1997] from a torsional
waves scenario (down to a few years instead of
decades).

6. Conclusion

[46] The spatial resolution errors that we have
investigated have correlation times of the order of
10 years. Thus, they do not hinder the identifica-
tion of the flow structures that are at the origin of
sudden changes in the SV, such as the geomagnetic
jerks. We have found that the residuals from both
the ensemble of our flow solutions and the aver-
aged flow model decrease by about 30% during the
1980s. We think that this decrease originates from
the gradual improvement of magnetic field models
[Hulot et al., 2007], which reflects the increased
density and accuracy of magnetic observations.
Declination/Inclination magnetometers (DI flux)
became widely used in the observatories by the
1970s [Turner et al., 2007]. The Magsat mission

provided an accurate picture of the magnetic field
for the year 1980. Together with the Oersted and
CHAMP missions, it gave a good description of
the average SV for the time interval 1980–1999.
That motivated the development of a magnetic
field model for the period 1980–2000: C3FM
[Wardinski and Holme, 2006]. Finally, the Inter-
magnet network of digital observatories sharing
modern measurement practices developed after
1990. Computing differences of magnetic field
components recorded in two nearby observatories
(CLF, France and DOU, Belgium) and removing
decadal and interannual variations, the improve-
ment is indeed manifest over the past 50 years, as
illustrated in Figure 14. That operation eliminates
the external signal coherent over the few hundred
km separating the two observatories. The only
possible explanation for the decrease of the vari-
ance of the series that we have constructed is a
noise reduction with time (given that the nonco-
herent external and induced signals present smaller
or stationary variances). We find it very encourag-
ing that this improvement in data quality is
reflected in an enhanced ability of our flow models
to account for the observed SV.

[47] We have investigated whether apparent viola-
tions of the frozen flux constraints can be assigned
to induction involving unresolved scales of the
radial magnetic field at the CMB. We have found
that these apparent violations were more likely
caused by inaccuracies of high degree coefficients
of the SV model CM4. Indeed, they are vanishing
as SV models improve. Thus, our results give
support to previous attempts at incorporating fro-
zen flux constraints in geomagnetic field models
[Constable et al., 1993; Jackson et al., 2007], at
least before high-quality data have been recorded
over a long time span. We stress, however, that
quantifying apparent violations of the frozen flux
constraints may eventually yield valuable upper
bounds on subgrid-scale induction effects as data
quality further improves.

[48] Introducing an ensemble approach and taking
into account the time correlation of the concealed
magnetic field, we have given a new twist to the
kinematic approach, where SV models and core
flows are calculated sequentially, making the core
flow inverse problem linear. There have been
earlier attempts to retrieve simultaneously a mag-
netic field and a flow model from observatory
records [Waddington et al., 1995]. Our observa-
tions concerning the fall of the misfit and of the
apparent unsigned flux variation during the 1980s

Figure 14. Difference between the Z components of
the observatory monthly means as measured at Cham-
bon-la-Forêt (CLF, France) and Dourbes (DOU, Bel-
gium). The first two principal components have been
removed to correct approximately for the magnetic field
of internal origin. Taking the difference between two
close-by observatories eliminates most of the large-scale
external field, coherent over the few hundred km
separating DOU and CLF. Noncoherent sources (e.g.,
induced fields in the lithosphere, small-scale iono-
spheric effects, etc.) as well as the noise of instrumental
origin may still remain. It illustrates the improvement in
the magnetic signal acquisition over the past 50 years.
Data are from Chulliat and Telali [2007].
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and beyond, call for the introduction of data
assimilation in magnetic field modeling. This tech-
nique, derived first for oceanography and meteo-
rology [Talagrand and Courtier, 1987; Talagrand,
1997; Ghil, 1997] is able not only to retropropagate
information toward epochs with poorer data cov-
erage and/or accuracy, but also to satisfy con-
straints such as the frozen flux by using a
dynamical model inside the penalty function.
Using a simplified model and synthetic data,
Fournier et al. [2007] have shown how dense
and accurate measurements at the end of the time
span of the model improves the model initial
state after the assimilation process is completed.
The apparent rapid changes of core angular
momentum retrieved between 1985 and 1995
have no counterpart in LOD data. They are
almost certainly spurious. This suggests that
information constraining the evolution of the
velocity field from the earlier epochs to the most
recent ones, where our flow models account
better for the observed magnetic field changes,
is needed. Hopefully, our study will help to
account better for the spatial resolution errors
that will plague also the assimilation of magnetic
field data obtained at the Earth’s surface and
above, in dynamical models of the Earth’s core.
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