Kinematic study of Iquique 2014 $M_w$ 8.1 earthquake: Understanding the segmentation of the seismogenic zone


A R T I C L E   I N F O

Article history:
Received 28 February 2018
Received in revised form 15 September 2018
Accepted 19 September 2018
Available online 4 October 2018
Editor: J.P. Avouac

Keywords:
high-rate GPS
strong Motion
megathrust earthquakes
kinematic inversion
subduction segmentation

A B S T R A C T

We study the rupture processes of Iquique earthquake $M_w$ 8.1 (2014/04/01) and its largest aftershock $M_w$ 7.7 (2014/04/03) that ruptured the North Chile subduction zone. High-rate Global Positioning System (GPS) recordings and strong motion data are used to reconstruct the evolution of the slip amplitude, rise time and rupture time of both earthquakes. A two-step inversion scheme is assumed, by first building prior models for both earthquakes from the inversion of the estimated static displacements and then, kinematic inversions in the frequency domain are carried out taken into account this prior information. The preferred model for the mainshock exhibits a seismic moment of $1.73 \times 10^{21} \text{Nm}$ ($M_w$ 8.1) and maximum slip of ~9 m, while the aftershock model has a seismic moment of $3.88 \times 10^{20} \text{Nm}$ ($M_w$ 7.7) and a maximum slip of ~3 m. For both earthquakes, the final slip distributions show two asperities (a shallow one and a deep one) separated by an area with significant slip deficit. This suggests a segmentation along-dip which might be related to a change of the dipping angle of the subducting slab inferred from gravimetric data. Along-strike, the areas where the seismic ruptures stopped seem to be well correlated with geological features observed from geophysical information (high-resolution bathymetry, gravimetry and coupling maps) that are representative of the long-term segmentation of the subduction margin. Considering the spatially limited portions that were broken by these two earthquakes, our results support the idea that the seismic gap is not filled yet.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

On 1 April 2014, a $M_w$ 8.1 subduction earthquake struck the North of Chile offshore Iquique. This earthquake is of interest for two main reasons. First, the megathrust rupture was preceded by a long precursory phase characterized by a slow slip event that lasted several months (Kato et al., 2016; Socquet et al., 2017), and interactions between shallow and intermediate-depth seismicities (Bouchon et al., 2016; Jara et al., 2017) that ended into an intense foreshock sequence, which origin remains debated in terms of slip behavior (Ruiz et al., 2014; Meng et al., 2015; Kato et al., 2016). This precursory phase has been the focus of many studies, while the present paper targets another interesting questions raised by Iquique earthquake. The mainshock occurred in a natural seismic gap, where a moment deficit equivalent to ~$M_8$ 8.6 has been accumulating since the 1877 historical earthquake (e.g., Meois et al., 2016) (Fig. 1). With a moment magnitude $M_w$ 8.1, Iquique earthquake was therefore significantly smaller than what could be feared in this area, and the different published slip models show that the earthquake together with its largest aftershock of $M_w$ 7.7 broke a spatially limited area (~200 km along the subduction) (e.g., Hayes et al., 2014; Lay et al., 2014; Ruiz et al., 2014; Duputel et al., 2015; Liu et al., 2015), leaving two regions with the potential capability to generate earthquakes of $M_w$ $\geq$ 8.0 (Hayes et al., 2014; Ruiz et al., 2014; Duputel et al., 2015). However, the reason why this earthquake together with its largest aftershock broke
only this specific limited portion of the seismic gap remains elusive. What are the physical conditions (slip deficit, state of stress, friction or structural complexity) that contributed to enhance the ruptures, to end it? Do these earthquakes contribute to fill the slip deficit derived from interseismic geodetic coupling? Are the mechanisms that trigger the mainshock similar to the ones that initiate the aftershock? Is the ruptured area structurally peculiar? Here we explore these questions by studying the rupture process of the Iquique earthquake and its biggest aftershock ($M_w$ 7.7, 2014/04/03), and then by comparing our results with complementary geophysical data that describe the interseismic coupling and the structural complexity in the area. This earthquake has been well recorded by geodetic and strong motion networks (including co-located stations), providing a unique opportunity to explore the compatibility of both datasets and to show how high-rate GPS can help to better constrain the kinematic rupture processes. We perform a two-step inversion in the frequency domain proposed by Hernandez et al. (1999), that consists in carrying out a static inversion, used as prior information in the kinematic models to explore the source of both earthquakes. Inverting in the frequency domain presents the advantage of evaluating how each frequency is explained (or not) by the inverted slip model. This approach offers the opportunity to have a continuum (in the frequency domain) between the static and kinematic solution. However, frequency domain inversions have not been improving so much these last years and there is then a need to take into account the recent development and ideas of the slip inversion community (multigrid analysis (Bunks et al., 1995), sensitivity analysis (Duputel et al., 2015), better control of the smoothing process (Wellington et al., 2017)), that are explored during this work.

2. Data analysis

2.1. High-rate continuous GPS

High-rate GPS (HRGPS, 1 Hz) data from different networks located in South Peru–North Chile (IPOC, LIA “Montessus de Ballore”, CAnTO, ISTerre, IGP and CSN, Fig. S1) are processed using TRACK software (Herring et al., 2016). We use the LC combination and IGS precise orbits, employing the atmospheric delay estimated from daily GPS processing each 2 hours (see Supplementary Material for further details). TRACK computes a relative position with respect to a reference station supposed to be fixed. Here, we have chosen as a reference UCNF station (Fig. S1), located ~150 km from the epicenters. When the seismic waves reach the reference station, its movement is reflected in the computed displacements of the whole network. This effect, together with orbital errors, is corrected by removing a common mode from the original signal and a sidereal filtering is applied to dismiss the multipath effects (Figs. S2 and S3). The static coseismic offsets are then estimated by fitting a step function in the HRGPS signal, 500 s before and after the earthquake (Fig. S4 and Table S1).

2.2. Strong motion versus HRGPS seismograms

Strong motion stations located in North Chile from different networks are employed in this study (IPOC, LIA “Montessus de Ballore” and CSN, Figs. 4 and 6b). The signals are twice integrated to obtain the ground displacements, and then filtered between 0.01–0.5 Hz. These signals are compared to those from colocated HRGPS. HRGPS signals are filtered in the same frequency band as strong-motion ones. The superposition of both signals shows an excellent consistency in waveform (Fig. S5). This procedure confirms the relevance of using HRGPS for the kinematic inversion of displacements, avoiding the double integration procedure of the strong motion data which induces some uncertain amplifications.

3. Static and kinematic inversion procedures

Let us first consider procedures for this two-step inversion where both the spatial discretization and the model covariance matrices play crucial roles for reducing the intrinsic ill-posedness of this inversion problem. To deal with this problem and because we do not apply any slip positivity constrain (thus allowing larger slip variability), we have imposed several regularization schemes as explained below.
3.1. Static inversion

GPS static displacements are inverted for the mainshock \((M_w 8.1, 2014/04/01, \text{Fig. 2b})\) and for the biggest aftershock \((M_w 7.7, 2014/04/03, \text{Fig. 2d})\) to get the final slip distribution associated with both earthquakes. A fault of 210 km \(\times 175\) km is discretized into 12 subfaults of 17.5 km along-strike and 14 subfaults of 12.5 km along-dip. The dip of the fault progressively increases with depth (the shallowest segment dips at \(5^\circ\), followed by a segment at \(9^\circ\), 3 segments at \(15^\circ\), 4 at \(20^\circ\) and finally the 5 deepest segments at \(23^\circ\)). A constant strike is considered (346\(^\circ\) for the mainshock and 352\(^\circ\) for the aftershock). The rake angle is allowed to vary within the two perpendicular directions to the convergence angle of N77\(^\circ\)E. In both cases, the fault plane is fixed to a geometry compatible with the one of Slab 1.0 (Hayes et al., 2012) (Fig. S6). The static Green’s functions are calculated through the discrete-wave-number method (Bouchon, 1981) in an elastic stratified medium with AXITRA program (Coutant, 1989), employing the velocity model proposed by Peyrat et al. (2010) (Table S2). This procedure allows us to calculate the complete Green’s functions, therefore the static displacement is given by the zero-frequency, expressed as a linear function of the static slip through the expression \(Gm\).

For each station, the three components of the displacement field, compactly designed as \(d\), are inverted altogether in a least-squares sense (Tarantola, 2005), where the misfit function \(S\) is defined as:

\[
S(m) = \frac{1}{2} \left[ (d_m - dG)^\top C_d^{-1}(d_m - dG) + (m_m - m0)^\top C_m^{-1}(m_m - m0) \right],
\]

where the data and the model covariances are noted respectively \(C_d\) and \(C_m\), and \(m_0\) is the initial or prior model. The expected slip model \(m\) is defined by:

\[
m = m_0 + C_m G^\top (G C_m G^\top + C_d)^{-1}(d - G m),
\]

where the prior model \(m_0\) is defined as zero static slip for both events. Data covariance matrix \(C_d\) is assumed to contain only diagonal terms with variances \((\sigma_i^2)\) associated with estimated errors during the coseismic offsets calculation (Table S1). The model covariance matrix \(C_m\) is going to play an important role in building the slip, requiring a band-diagonal structure given by

\[
C_m(x, x') = \left( \frac{\lambda_0}{\lambda_{dip} \lambda_{strike}} \right) \sigma(x) F(x, x'),
\]

where the scaling factor \(\lambda_0\) is usually taken as the size of an individual subfault (Radiguet et al., 2011) (here 15 km for both events). This band-limited structure of the covariance matrix reduces its model-square complexity down to a more manageable model-like complexity. The model correlation between two different positions \(x = (\text{dip}, \text{strike})\) and \(x' = (\text{dip}', \text{strike}')\) on the fault plane is expressed by the operator \(F\). Its expression with a laplacian decay

\[
F(x, x') = \exp \left( -\frac{|\text{dip} - \text{dip}'|}{\lambda_{dip}} - \frac{|\text{strike} - \text{strike}'|}{\lambda_{strike}} \right).
\]

will provide more coupling than the often used Gaussian decay (Wellington et al., 2017): a key point for mitigating trade-off between parameter values for this static reconstruction. For static slip inversion, this relatively slow decay behavior has been found to behave better than the often used Gaussian decay (Radiguet et al., 2011). The correlation lengths \(\lambda_{dip}\) and \(\lambda_{strike}\) are considered as homogeneous in this work, although they can be tuned to vary with the fault position, especially when fault points are moving away from acquisition network. Correlation length \(\lambda_{dip}\) has been tested between 5–100 km, with a step each 5 km. Following the L-curve criterion (Hansen, 1992), we have chosen the best compromise between the maximum slip and the normalized misfit (Fig. 2 a and c): optimal values are 20 km (mainshock) and 30 km (aftershock).

The operator \(\sigma(x)\) (with a model complexity) expresses the prior expected local variability or sensitivity of the static slip: small values will prevent the static slip reconstruction to move away from the prior model value which is zero in our case. The operator \(\sigma(x)\) compensates for poor geometry of the acquisition with respect to the active fault. The lack of sensitivity with depth can also be controlled by this operator. Moreover, we may increase the sensitivity of zones where we expect high values when fitting the data. The following operator

\[
\sigma(x) = \sigma_{\text{min}} + (\sigma_{\text{max}} - \sigma_{\text{min}}) \times \exp \left( -\frac{|\text{dip} - \text{dip}_0|}{\lambda_{dip_0}} - \frac{|\text{strike} - \text{strike}_0|}{\lambda_{strike_0}} \right),
\]
has been selected where the position \((\text{dip}_0, \text{strike}_0)\) is the zone with the most expected variation of the static slip for the mainshock. We have assumed a circular shape through the choice for quantities \(\lambda_{\text{dip}}\) and \(\lambda_{\text{strike}}\) equal to 40 km and 40 km respectively, with values ranging from 0.01 to 2.5 m. For the aftershock, such single-shape operator has been considered in a first trial: the data gradient still drives us toward two zones of maximum slip. Therefore, we have considered in a second trial two joint prior shapes with \(\sigma\) values ranging from 0.01 to 1.0 m around these expected high-slip zones: the data gradient has built up a solution coherent with this second sensitivity design. In both cases \(\lambda_{\text{dip}}\) and \(\lambda_{\text{strike}}\) are equal to 25 km and 52.5 km.

For the final solution, the model resolution is evaluated following the resolution matrix proposed by Tarantola and Valette (1982), given by

\[
R = C_m G_r (G C_m G_r + C_d)^{-1} G_r,
\]

(6)
gives us low resolution for all subfaults (Fig. S7 for mainshock and Fig. S8 for the aftershock, a and b); for a perfectly resolved model, the matrix should be the identity. On the other hand, the data sensitivity defined by Duputel et al. (2015) through

\[
\text{Sen} = \text{diag}(G_r^t C_d^{-1} G_r)
\]

(7)
shows the ability of the network to detect slip at a given location on the fault (Fig. S7 for mainshock and Fig. S8 for the aftershock, c and d).

3.2. Kinematic inversion

The kinematic reconstruction of the rupture process is an even more ill-posed problem because of possible leakages between space and time: we have followed the two-step strategy proposed by Hernandez et al. (1999) for a reconstruction in the frequency domain building the solution by sweeping from low to high frequencies. At each frequency, the static solution obtained from inversion of geodetic data will be used as the prior model in the kinematic inversion. The synthetic displacement waveform in the frequency domain is computed following the sparse parameterization proposed by Cotton and Campillo (1995), given by

\[
V_f(w) = \sum_{k=1}^{n} G_{\text{ski}}(w) \text{[\text{slip}_{\text{dip}}]} \exp(-iw t_k) S_k(R_k, w) + \sum_{k=1}^{n} G_{\text{dik}}(w) \text{[\text{slip}_{\text{strike}}]} \exp(-iw t_k) S_k(R_k, w),
\]

(8)
where the Green’s function (i.e. the displacement for a unit constant slip on the k-th subfault for the frequency \(w\)) is denoted by the symbol \(G_{\text{ski}}\) for the strike component and by \(G_{\text{dik}}\) for the dip. The slip is parametrized depending on the component as well: slip along-strike by \(\text{slip}_{\text{dip}}\) and slip along-dip by \(\text{slip}_{\text{strike}}\). The rupture time is indicated by \(t_k\), while the source time function (STF) is given by the following analytical expression: \(S_k(t) = 0.5(1 + \tanh(t + R_k/2.0))\), depending on the rise time \(R_k\). Therefore, only four parameters have to be reconstructed for each subfault. Each subfault is represented by an array of point sources, separated by distances of less than one sixth of the shortest wavelength to be considered locally. For these point sources, Green’s functions are computed and then, the sum of all point sources response delayed in time to include the travel-time difference, due to the rupture front propagation across each subfault (Cotton and Campillo, 1995). The Green’s functions are calculated using the same strategy as for the static inversion with the program AXITRA (Coutant, 1989), but keeping the whole frequency range. We do not consider variable rupture velocity inside each subfault which is allowed to slip once. The velocity model is the same as the one used during the static inversion for both events.

The four parameters, namely strike slip, dip slip, rise time and rupture time in each subfault, are inverted using the non-linear least-squares formulation proposed by Tarantola and Valette (1982). A non-linear operator \(f\) relates the model parameters \(m\) to the data vector \(d\) through the general expression \(d = f(m)\). The model solution is obtained through an iterative procedure based on a linearized approximation where the next model \(m_{t+1}\) is obtained from the current model \(m_t\) following the iterative algorithm

\[
m_{t+1} = m_t + b(A_l^t C_d^{-1} A_l + C_m^{-1})^{-1} \times (A_l^t C_d^{-1} (d - f(m_t)) + C_m^{-1}(m_0 - m_t)),
\]

(9)
which minimizes the least-squares data fit. At each frequency, the initial model \(m_0\) will be used also as a prior model. For the lowest frequency, the static solution will be considered as the initial/prior model and the final solution at this frequency will be used as the initial/prior model for the next frequency. The Jacobian matrix \(A_l\) are obtained by taking the closed-form derivative of the Equation (8) with respect to the related parameter. The damping factor \(b\) between 0 and 1 prevents any divergence. The data covariance \(C_d\) has a diagonal matrix filled with ones, for simplicity considering the stations’ spatial distribution, while the model covariance requires more attention as we see in the multigrid approach we associate with the frequency sweeping.

Based on a multigrid approach, the inversion process starts with a Large Subfault Size (LSS) discretization sweeping over frequencies, obtaining a final solution (Bunks et al., 1995). The final solution is interpolated in a Small Subfault Size (SSS) discretization, repeating again the inversion scheme with another set of frequency windows still sweeping from low to high frequencies. By combining this dynamic frequency sampling and a recursive spatial sampling, we are able to improve the data fit and to increase the model resolution with still stable results. For the LSS sampling, we have adopted the same subfault geometry employed during the static inversion (168 subfaults). The SSS sampling is obtained by dividing each subfault in four subsequent subfaults, so that the total fault encompasses 672 subfaults (24 along-strike with 8.75 km and 28 along-dip with 6.25 km) for both events.

The inversion procedure is performed by using a progressively broadened frequency range for both events for fixed spatial sampling. The LSS model is initiated with a frequency range of 0.01–0.02 Hz using the static solution as the initial/prior model. The obtained solution is then used as the new initial/prior model for the new frequency range of 0.01–0.03 Hz. This procedure is repeated until the frequency range of 0.01–0.25 Hz is reached (24 models in total). The last LSS model is then interpolated and used as the initial/prior model for the SSS sampling, considering the first frequency range of 0.01–0.02 Hz. The same iterative procedure is repeated for the small–subfaults configuration until the frequency range of 0.01–0.3 Hz is reached (29 models in total).

For both events, the model covariance matrix \(C_m\) is defined as a matrix, following Radiguet et al. (2011). The variances \(\sigma_{\text{strike}}\) and \(\sigma_{\text{dip}}\) are defined following the Equation (5) with the same strategy employed during the static inversion. The \(\sigma_{\text{rupt.time}}\) is defined with the same idea as in Equation (5), but increasing the values from the epicenter of the earthquakes, because the rupture time may be better estimated near the epicenter, but not far from it. We have started by allowing a considerable variability through \(\sigma_{\text{dip}}\) (main slip direction) and \(\sigma_{\text{rupt.time}}\), but a lower one in the strike slip component (Table S3). When the seismic moment reported for the earthquakes is reached, we keep the same proportion mentioned to define \(\sigma\) in terms of variability, but reducing the values
between which parameters are allowed to move, in order to hold the seismic moment (Table S3). There is no physical reason to constrain the rise time, so we have assigned the same $\sigma_{\text{rise, time}}$ value to all subfaults in both models and events (LSS and SSS, Table S3).

In order to avoid spurious jumps in the model parameters (slip along-dip and strike, rise time), we introduce a correlation length of 17.5 km in LSS model and 8.75 km in SSS model, for both events. It allows to connect the adjacent subfaults providing a smooth rupture process. To evaluate the fit to the data, we compute the variance reduction proposed by Cohee and Beroza (1994). The sensitivity is also analyzed (Equation (7)) for the mainshock (Fig. S15) and the aftershock (Fig. S16).

4. Results

4.1. Static inversion

The mainshock (Fig. 2a) has broken an asperity localized between 15–40 km depth with a maximum slip of $\sim$9 m. It is located South of the epicenter reported by CSN (~40 km). The seismic moment obtained is $1.52 \times 10^{21}$ Nm, equivalent to $M_w$ 8.1. The dominant slip direction is on the dip-slip component, observing some strike-slip component at the south-east of the rupture plane. The aftershock (Fig. 2b) is composed of two asperities localized on each side of the epicenter, with a maximum slip of $\sim$1.2 m. The shallower asperity (close to the trench) is confined between 15–30 km depth, and the deeper one between 40–50 km depth. The seismic moment obtained from the inversion is 3.68 $\times 10^{20}$ Nm, associated with an earthquake magnitude $M_w$ 7.6. The main dominant slip direction is in the north-west component, which is not the convergence direction. We find as an interesting point the fact the slip vectors of the aftershock point towards the mainshock asperity. Our hypothesis is that this feature might be related to the stress generated by the mainshock, producing a particular behavior of the slip vectors (increasing the amount of its strike-slip component). Comparing those slip models to the resolution analysis (resolution matrix and sensitivity), we find that the data can better resolve the slip close to the coast than close to the trench (Fig. S7 for the mainshock and Fig. S8 for the aftershock). The poor resolution obtained at the trench vicinity is typical for subduction zones lacking offshore instrumentation, due to the lack of data close to the trench. The results are good enough to be used as our prior model in the kinematic inversion, especially because the spatial distribution is well resolved where the slip is located.

4.2. Kinematic inversion

4.2.1. Mainshock

Some differences can be appreciated between the resulting kinematic and static slip distributions. The final slip obtained during the kinematic inversion shows a very concentrated asperity South of the epicenter (~43 km) with a maximum slip of ~9 m and confined between 15–35 km depth. Conversely to the static solution, less slip is seen North of the epicenter and the emergence of a second deep asperity is observed between 40 and 55 km depths (Fig. 3a) with a maximum slip of 5 m. The main slip direction is on the dip-slip component.

The rupture is characterized by a very slow moment rate during the first 25 s, leading to an abrupt acceleration at the moment liberation at 30 s (Fig. 3 e and f). After that, the moment rate decreases to reach the final rupture time at 125 s (Fig. 3 e and f). The total seismic moment obtained is 1.73 $\times 10^{21}$ Nm (Fig. 3e), equivalent to a magnitude $M_w$ 8.1 and a stress drop of 7.8 MPa. The difference between data and synthetics corresponds to a mean variance reduction of 82.37% (see Table 1), fitting better the lower frequencies 0.01–0.15 Hz (Fig. 3d). At higher frequencies, a limited variance reduction up to 0.2 Hz is observed. This is also visible in the data fit, where the low frequencies are better fitted (Fig. 4a, see Supplementary Information for not normalized and frequency domain fit, Figs. S11 and S13), while the high frequencies are not well solved. Some complexity in the rupture time (Fig. 3b) and rise time (Fig. 3c) are required to the South of the rupture to fit the signal of Southern stations. This complexity is also reflected in the STF after the 75 s (Fig. 3f). To the North, the rupture propagates at a much more constant rate than to the South (Fig. 3b). This variation in complexity might be associated with changes in the lithology that are not reflected in the velocity model. To evaluate the kinematic solution in terms of the static model, a forward static model is performed (Fig. S17a). A large misfit is found for stations ATJN and PGA indicating that a significant portion of slip is missed by the kinematic inversion in the northern part of the rupture. Interestingly, this amount of slip that is missed by the kinematic inversion is located in an area where the rise time is high and rupture time is rather slow compared to the main peaks of slip, which may explain a tiny signal in the accelerometer data that mostly cover this portion of the rupture. To solve this inconsistency, we have performed another static inversion of coseismic displacements keeping the same values for lambda and data covariance matrix as those described in section 3.1, but using the final kinematic slip distribution as prior model and constant covariance matrix defined as 10% of the maximum slip. This is meant to test whether it is possible to obtain static solution that remains close to our kinematic model (Fig. 7 and Fig. S17c). It allows us to improve the solution of static displacements, holding the slip features that appeared during the kinematic inversion and fitting well the measured coseismic offsets. We have performed the same procedure for the aftershock case (Fig. 7b and Fig. S17d), although there is not a big discrepancy between the final kinematic slip model and the static displacements obtained during the forward mode (Fig. S17b).

4.2.2. Aftershock

The slip distribution of the largest aftershock is characterized by two asperities located on both sides of the epicenter (Fig. 5a). The shallow asperity is confined between 15–30 km depths with a maximum slip of 1.5 m, while the deeper one is located between 30–50 km depths with a maximum slip of $\sim$3 m (Fig. 5a, see Supplementary Information for not normalized and frequency domain fit, Figs. S12 and S14). The calculated seismic moment is $3.88 \times 10^{20}$ Nm, equivalent to a magnitude $M_w$ 7.7 (Fig. 5 e and f) and a stress drop of 1.8 MPa. The main slip direction for the

### Table 1

<table>
<thead>
<tr>
<th>No. of subfaults</th>
<th>Starting rup. front vel. (km/s)</th>
<th>Moment $\times 10^{21}$ (Nm)</th>
<th>Mean variance reduction (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>168</td>
<td>1.2</td>
<td>1.92</td>
<td>76.65</td>
</tr>
<tr>
<td>168</td>
<td>1.3</td>
<td>1.74</td>
<td>78.53</td>
</tr>
<tr>
<td>168</td>
<td>1.4</td>
<td>1.71</td>
<td>79.73</td>
</tr>
<tr>
<td>168</td>
<td>1.5</td>
<td>1.62</td>
<td>79.15</td>
</tr>
<tr>
<td>168</td>
<td>1.6</td>
<td>1.57</td>
<td>79.20</td>
</tr>
<tr>
<td>168</td>
<td>1.7</td>
<td>1.52</td>
<td>77.71</td>
</tr>
<tr>
<td>672</td>
<td>1.4</td>
<td>1.73</td>
<td>82.37</td>
</tr>
<tr>
<td><strong>Aftershock</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>168</td>
<td>2.4</td>
<td>0.423</td>
<td>81.56</td>
</tr>
<tr>
<td>168</td>
<td>2.5</td>
<td>0.428</td>
<td>81.75</td>
</tr>
<tr>
<td>168</td>
<td>2.6</td>
<td>0.404</td>
<td>83.26</td>
</tr>
<tr>
<td>168</td>
<td>2.7</td>
<td>0.430</td>
<td>82.15</td>
</tr>
<tr>
<td>168</td>
<td>2.8</td>
<td>0.432</td>
<td>81.96</td>
</tr>
<tr>
<td>672</td>
<td>2.6</td>
<td>0.388</td>
<td>85.74</td>
</tr>
</tbody>
</table>
shallower asperity is on the dip-slip component, while the deeper one is oriented in the north-west component. The result obtained during the kinematic inversion is similar to the static one, but provides further details in the asperities location and the slip distribution.

The rupture has begun with an acceleration during the first 18 s (Fig. 5e), breaking the asperity close to the trench. Then, the second deeper asperity has slipped during 20 s (Fig. 5e). The STF is simpler than the mainshock (Fig. 5f), and lasts 60 s. The fit to the data corresponds to a mean variance reduction of 85.74%, solving the frequency range of 0.01–0.3 Hz (Fig. 5d). Although not significant differences are found in the static forward model obtained using the final kinematic slip model (Fig. 7b), we have repeated the strategy described above to obtain the final aftershock static model (Fig. 7b).

4.2.3. Comparison between LSS and SSS models

LSS and SSS models have been compared in order to explore the differences and advantage of SSS model for the mainshock (Fig. S9) and the aftershock (Fig. S10). For both earthquakes, the spatial resolution of the model discretization is increased. Rupture time (Figs. S9 and S10c, d) and rise time (Figs. S9 and S10e, f) show the same variation as the slip, but do not change the general pictures of their behaviors are not changed, thanks to the multigrid approach. One important change between LSS and SSS models is the increase in the frequency range resolution. For the mainshock (Fig. S9g), the resolution is improved by about 40% in the frequency range of 0.1–0.15 Hz. At higher frequencies, the resolution still slightly increases (~15%), but not significantly. For the aftershock (Fig. S10g) the SSS models improves significantly the mean variance reduction in the frequency range 0.1–0.25 Hz. The seismic moment obtained with both models is of the same order (Figs. S9 and S10h, i). The STF show some differences between LSS and SSS models (Figs. S9 and S10i): the STF is slightly more smoothed in the SSS models due to the change in the subfault size, avoiding any large change of the parameters between the adjacent subfaults. The resolution of the kinematic models (Figs. S15 for the mainshock and S16 for the aftershock) is similar between LSS and SSS models.

The number of parameters inverted during the inversion increases from 672 in the LSS model to 2688 parameters in the SSS model. For both earthquakes the model resolution close to the trench is quite low because the stations are located inland. The increase of the number of parameters seems to reduce the local resolution on each subfault, but the spatial pattern of the resolution is kept (well resolved close to the epicenter, and poorly resolved by the trench, Figs. S15 and S16).
5. Discussion

5.1. Along-strike segmentation of the seismogenic zone

Our results confirm that 2014 $M_w$ 8.1 Iquique earthquake together with its largest aftershock ruptured a limited portion of the seismic gap (Fig. 1). Moreover, the obtained slip distributions show that both earthquakes ruptured into two distinct asperities, quite spatially concentrated (Fig. 8).

Following Aki (1979), it is therefore likely that the earthquake stopped because it encountered a geometric or inhomogeneous barrier. It has been proposed that large earthquakes rupture areas that are strongly coupled, while aseismic slip is seen in poorly coupled zones and it has been proposed to act as a barrier for seismic ruptures. This might be supported by the occurrence of preseismic slow slip surrounding the main slip patches of the mainshock (Soquet et al., 2017) (Fig. 9d). Our coseismic slip distribution compared to the interseismic slip distribution obtained by Métois et al. (2016) tends to confirm this finding, at least for the mainshock (Fig. 9c). The mainshock was initiated in an area at the transition between low and high coupling, prone to high stresses, possibly even further loaded by the 8-month slow slip that preceded the rupture. The earthquake has then propagated Southward and ruptured a highly locked patch, and eventually stopped at the Southern termination of this highly coupled patch (Fig. 9c). The mainshock has therefore contributed to release the slip deficit accumulated in this locked asperity during the interseismic period.

On the contrary, the largest aftershock has broken areas that were poorly coupled in the interseismic period (Fig. 9c). In order to understand this apparent contradiction, we have calculated the stress change produced by the mainshock on the subduction plane (Fig. 8a). The aftershock is located in areas with positive Coulomb Stress change (Fig. 8a), suggesting that it has been triggered by the mainshock stress increase. Fig. 8a shows towards the north of the epicenter, the CSC is more heterogeneous than the southern region. Towards the north, the slab is changing the strike because of the Arica bend, which is not represented in our geometry employed in the inversion procedures (dip variable and strike constant on the fault plane). It might explain the positives values of the CSC in the northern region not observing large aftershocks. Also, Fig. 9 (c and d) shows the region struck by the mainshock is surrounded by preseismic slip. The region where the aftershock is emplaced is the only place where not coseismic slip is observed, that combined with the positives values of the CSC, it might explain the triggering of this event by the mainshock.

To further understand the parameters that control the location of such a seismic asperity and high coupling patch, we compared our findings with the bathymetry and the free-air gravity anomaly...
Cussed Southern asperity (Fig. 9b). Using data is been seismic slab (Fig. 9a), and can be interpreted as a structural complexity that acts as a geometrical barrier for the seismic rupture (Aki, 1979; King, 1986). Using seismic velocity profiles and gravity data, Wells et al. (2003) evidenced a spatial correlation between forearc basins and the peak of slip of several great earthquakes, suggesting that the basin is an indicator of a long-term seismic moment release. Song and Simons (2003) have proposed another way to analyse the gravity data through the definition of the Trench Parallel Gravity Anomaly (TPGA), where areas of negatives values correlate with the coseismic slip in subduction zones.

The asperity with highest slip value of 2014 Iquique mainshock is centered in the Iquique basin (Armijo et al., 2015), inferred from high resolution bathymetry (Fig. 9a) and free-air gravity anomaly (Fig. 9b). This is in agreement with the results shown and discussed by Meng et al. (2015), who demonstrated that the main asperity is located in an area with negative value of TPGA. The Southern limit of the main rupture is characterized by an important change in the gravity reported by Maksymowicz et al. (2018), who have modeled the free-air anomaly (Fig. 9b) and the local gravity data in the northern Chile region. Probably, this feature is associated with a change in the lithology, fracturing and fluid content inside the continental wedge. Considering that tectonic erosion is characteristic along the Northern Chile margin, the distance between the deformation front and the shelf break increases in the northern segment of the study area and the lower slope decreases. This feature suggests the presence of a wider frontal sedimentary prism to the north, and in general, a latitudinal tectonic segmentation of the continental wedge, which is supported by velocity models (Comte et al., 2016) and density gravity models (Maksymowicz et al., 2018). This strong gravity change is associated with a geological change that could explain the complexity observed in the Southern part of the rupture and the heterogeneities in the tail of the STF (Fig. 3b and f).

The North limit of the aftershock also seems related to the gravity changes discussed above. This sharp change marks an E–W line that separates both earthquakes. The Southern limit of the aftershock is not associated with any clear change in the gravity, but might be related to geological features of the overriding plates responsible to stop the rupture. Audin et al. (2008) have pointed out the relationship between the Chololo coastal fault system and the Southern end of Arequipa coseismic rupture in Peru (Mw 8.4, 2001, Fig. 1). The tectonic map of González et al. (2003) indicates that the region where the aftershock stops at 21°S is characterized by

---

**Fig. 5.** Same caption as in Fig. 3, but for the aftershock case.
Fig. 6. Same caption as in Fig. 4, but for the aftershock case.

Fig. 7. (a) Mainshock (b) Aftershock static inversion results obtained using the kinematic slip model as the prior model. A small value for the model covariance ($C_m$) is used to perform the inversion (10% of the maximum slip for each event). Slip model and comparison between data and model (horizontal in arrows and vertical in circles) are plotted and color coded. Pink stars symbolize the epicenter of the events reported by the CSN catalog. The dark blue arrows denote the slip direction for both earthquakes, scaled by the slip amplitude.
an increased complexity in the faults system. South of 21°S almost all the faults are parallel to the trench and the coastal scarp (mainly normal faults), but North to this limit, the area of the Salar Grande is affected by a series of E-W thrust faults combined with conjugated strike-slip faults (González et al., 2003). This tectonic difference might be related to the Southern termination of the aftershock rupture.

5.2. Along-dip segmentation of the seismogenic zone

Both the mainshock and the large aftershock show an interesting bimodal pattern along-dip (Fig. 4b and Fig. 6b). In both cases, the shallow part of slip extends from 15 km and 30 km depths, while the deep part of slip is confined between 35 and 50 km depths. The upper limit at 15 km depth corresponds to the deformation front extracted from gravity (Maksymowicz et al., 2018) and seismic velocity models (Comte et al., 2016). The downdip limit at ~50 km depth is in agreement with other seismological (Comte and Suárez, 1995) and geodetic (Béjar-Pizarro et al., 2010; Chlieh et al., 2011; Métiois et al., 2016) definitions of the lower extent of the seismogenic zone in North Chile subduction.

The most intriguing aspect of the observed along-dip segmentation is the separation between shallow and deep asperities. Indeed both earthquakes present almost no slip at 30–35 km depths. Armijo and Thiele (1990) proposed that the coastal scarp could be a west-dipping normal fault reaching the subduction zone at depth. A change in the slab dip has been inferred from wide-angle seismic refraction and reflection data, complemented with relocated aftershock seismicity in the Tocopilla area (~22°S) (Contreras-Reyes et al., 2012) (MW 7.7, 2007, Fig. 1). Based on a correlation with the coastal scarp and following the idea proposed by Armijo and Thiele (1990), the authors suggest that this change in dip from 10° to 22° affects a wide portion of the slab. Maksymowicz et al. (2018) have modeled the gravimetry in the region observing the same change in dip proposed by Contreras-Reyes et al. (2012) in the Tocopilla area. Employing those results, we have inferred the location towards the North of this change in the dip (purple line in Fig. 9a and b), observing that in the area affected by Iquique earthquake, this feature seems to delimit a separation between the deep and shallow asperities. This change in slab geometry may therefore act as a barrier for the rupture by slowing its velocity and reducing the amount of slip between the shallow and deep asperities. Such an along-dip segmentation had already been observed in the area during the 2007 Tocopilla earthquake that ruptured the deeper part of the seismogenic interface (Béjar-Pizarro et al., 2010).

This along-dip segmentation is also associated with a change in the frequency content of the seismic rupture. The deeper asperities both rupture into a pulse of slip that is much shorter than the slippage of the shallower asperities (as shown from the rise time and the rupture time, Fig. 3b and c and Fig. 5b and c). Meng et al. (2015) and Lay et al. (2014) have shown a compatible observation: back-projected high-frequency energy is radiated in the deeper portion of the rupture, close to the deep asperity. Although the structural complexity might be invoked, numerical simulations also provide the simple explanation that the base of the coupled area is a zone of high prestress that tends to keep partial ruptures confined, producing pulse-like ruptures that propagate along-strike (Michel et al., 2017). Such observations are compatible with the along-dip segmentation of the megathrust described in North Chile from the analysis of the frequency content of moderate magnitude earthquakes (Pihla-Valdés et al., 2018). Also, Lay (2015) characterizes the segmentation of the subduction zone through four domains (A, B, C and D), based on the radiated energy generated by the earthquakes, using teleseismic data. Domain A corresponds to depths less than 15 km, experiencing either aseismic deformation or large coseismic displacement in tsunami earthquakes. Domain B is located between 15 and 35 km, observing the nucleation of megathrust earthquakes that generate large slip and high amount of low-frequency radiation. Domain C is localized between 35–60 km depths, where a large amount of high-frequency radiation is emitted and asperities much smaller than region B are seen. Finally, the Domain D is placed deeper than 60 km and is where slow slip events, low-frequency events, and seismic tremor have been reported, and it is not reported in all subduction zones. Following the model proposed by Lay (2015), our results show that the shallow asperities for the mainshock such as the aftershock, are located at depths between 15 and 35 km, suggesting they would break the Domain B. Also, for both events, the deeper asperities are emplaced at depths between 35 and 60 km, suggesting they would break the Domain C, depicting the heterogeneity of the seismogenic zone. This segmentation along dip in terms of frequency content during the earthquake ruptures has been already reported in Chile. After the Maule earthquake (MW 8.8, 2010), Kiser and Ishii (2011) and Wang and Mori (2011) show that high-frequency radiation is predominant in the deeper part of the
Fig. 9. (a) High-resolution topography (Contreras-Reyes et al., 2012), (b) free air gravity anomaly (Sandwell et al., 2014) and (c) and (d) coupling distribution (Métois et al., 2016) on the study area. Mainshock (green) and aftershock (pink) slip contour of 2.0 m and 0.5 m are plotted. Violet line parallel to the trench represents the abrupt change on dip proposed by Contreras-Reyes et al. (2012) interpolated to the North, extracted from gravity models. (d) Coupling map with the mainshock contours (green), the 8-month SSE (red) and the 2-week preseismic slip (dark blue) shown by Socquet et al. (2017) contoured in mm.

seismogenic zone. Similar results have been observed after the occurrence of Illapel earthquake \( M_w \ 8.4 \) (Melgar et al., 2016; Ruiz et al., 2016).

5.3. Differences between our results and previous works

Our results are very consistent with those presented by Duputel et al. (2015) for the mainshock as well for the aftershock, although we use a different methodology. The main difference between their work and ours is the emergence of a previously unnoticed deep slip asperity. Our initial static slip model is not able to see this feature, because GPS data are poorly sensitive to deep slip (see for instance the predicted displacement generated by the deep asperity only as dark blue arrows in Fig. S17a). Also, it seems this deep feature is resolved by waveforms of frequencies over 0.05 Hz (Fig. S18). In the kinematic result, this deep slip is needed to fit the maximum amplitude of displacement, notably at the closest stations that are less well fit by Duputel et al. (2015) or Liu et al. (2015) (Fig. S19). Another difference between their work and ours is the number of stations used in near-field range for the kinematic inversion. We have employed 25 HRGPS and strong motion while they have used 19 HRGPS and strong motion (plus all the other data set). We have found a rupture with 125 s of duration, they have used just 80 s. This longer rupture allows us to observe the second deep asperity and the complexity of the rupture process to the South. We have found a similar static patch as Duputel et al. (2015) for the aftershock, but our results are clearer because we
have included more data. Comparing our mainshock results with those of Liu et al. (2015), we obtain the same shallow asperity, but their slip is closer to the trench and further North with respect to the epicenter. The difference in the obtained slip can be attributed to the simpler geometry used by Liu et al. (2015) that does not follow a realistic slab geometry. We conclude that the parametrization of the fault plane is a first-order characteristic input required to perform kinematics inversions. For both events, we have used more near-field data than Liu et al. (2015), allowing to get a better resolution and the appearance of the second deep asperity. The use of HRGPS therefore seems to improve the resolution of the rupture process, filling the data gap in areas where strong motion instruments are not installed.

When authors have used teleseismic data to invert the rupture process (Lay et al., 2014; Hayes et al., 2014), the differences are due to the lack of resolution of those datasets to resolve details that the near-field data can distinguish, although obtaining similar values for the seismic moment, maximum slip and mean stress drop (e.g., Lay et al., 2014; Hayes et al., 2014; Ye et al., 2016; Hayes, 2017). Also, our models present more details in terms of the rupture process than the static inversions (e.g., Socquet et al., 2017) because modeling the waveforms provides details occurring during the rupture that a static change cannot see. The results obtained by Meng et al. (2015) seem to move all asperities landward, using repetitive earthquakes and backprojection. As they do not have any prior information of where the asperities provided by the static inversion or teleseismic data are located, we suspect that their results are affected by a shift in the asperity localization, providing a general picture about the slip, but incrementing the resolution in terms of the frequency content generation through back-projection technique.

6. Conclusions

The kinematic rupture process of Iquique earthquake $M_w$ 8.1 and its biggest aftershock $M_w$ 7.7 provides interesting insights about the segmentation of the seismogenic zone. Both ruptures are confined within 15–50 km depths, with a low slip zone that separates shallow and deep asperities, which may be related to a change of dip in the subducting slab (or bending of it). We show that the segmentation along-strike depends on several factors. The mainshock is centered on a forearc basin associated with an important gravity change in the area of ~20.5°S, limiting the rupture to the South. The aftershock rupture might have stopped in the vicinity of a fault system disseciting the overriding plate. Several aseismic processes may affect the rupture extension, including the long precursory slow slip surrounding the mainshock area, and the spatial distribution of interseismic coupling before the earthquake. The mainshock contributed to fill the slip deficit in the area, but changed the stresses in the region and likely triggered the biggest aftershock that ruptured a poorly coupled zone. An along-dip segmentation is also observed, notably in the frequency content of the earthquakes, in agreement with previous works in the area (Meng et al., 2015; Piña-Valdés et al., 2018). These results are very important in the perspective of the seismic hazard studies, where the segmentation is a primordial element of the models.
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