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Abstract Characterizing the time evolution of slip over different phases of the seismic cycle is crucial to a
better understanding of the factors controlling the occurrence of large earthquakes. In this study, we take
advantage of interferometric synthetic aperture radar data and 3.5 years of continuous Global Positioning
System (GPS) measurements to determine interseismic, coseismic, and postseismic slip distributions in the
region of the 2007,Mw 8.0 Pisco, earthquake, Peru, using the same fault geometry and inversion method. Our
interseismic model, based on pre-2007 campaign GPS data, suggests that the 2007 Pisco seismic slip
occurred in a region strongly coupled before the earthquake while afterslip occurred in low coupled regions.
Large afterslip occurred in the peripheral area of coseismic rupture in agreement with the notion that
afterslip is mainly induced by coseismic stress changes. The temporal evolution of the region of maximum
afterslip, characterized by a relaxation time of about 2.3 years, is located in the region where the Nazca ridge
is subducting, consistent with rate-strengthening friction promoting aseismic slip. We estimate a return
period for the Pisco earthquake of about 230 years with an estimated aseismic slip that might account for
about 50% of the slip budget in this region over the 0–50 km seismogenic depth range. A major result of this
study is that the main asperity that ruptured during the 2007 Pisco earthquake relocked soon after this event.

1. Introduction

A number of studies have shown that Global Positioning System (GPS) and interferometric synthetic aperture
interferometry (InSAR) can be used to measure interseismic, coseismic, and postseismic strain at plate bound-
aries and subduction zones in particular [e.g., Pritchard and Simons, 2006; Subarya et al., 2006; Chlieh et al., 2007;
Moreno et al., 2010; Perfettini et al., 2010; Chlieh et al., 2011; Loveless and Meade, 2011]. These studies have
revealed that, in the 0–50 km seismogenic depth range, the frictional properties of the subduction interface
are heterogeneous. Based on these findings, the megathrust appears as a patchwork of areas either governed
by rate-weakening friction, promoting earthquake nucleation, or by rate-strengthening friction, promoting
aseismic slip. A fundamental question is whether those frictional properties are permanent or vary during
the seismic cycle.

Here we focus on the spatiotemporal evolution of slip on the megathrust offshore southern Peru revealed by
observations of the surface deformation obtained by both GPS and InSAR data before, during, and after the
15 August 2007, Pisco earthquake (Figure 1). This earthquake occurred along the subduction segment
located just north of the prominent Nazca ridge which is subducting beneath the South American plate at
a convergence rate of about 6 cm/yr [Kendrick et al., 2001]. The rupture initiated north of the city of Pisco
and propagated southward below the Paracas Peninsula and offshore before stopping on the northern edge
of the Nazca ridge [Sladen et al., 2010]. The Nazca ridge separates the central and southern Peru subduction
segments that have been affected by numerous great subduction megathrust earthquakes with moment
magnitude Mw equal or higher than 8.5 in 1604, 1664, 1687, 1746, and 1868 [Dorbath et al., 1990]. Large
megathrust earthquakes (Mw> 7.5) also occur frequently in the subduction segment located north of the
Nazca ridge such as the 1940 (Mw 7.8), 1966 (Mw 8.0), 1974 (Mw 7.9), and 2007 (Mw 8.0) earthquakes or south
of the Nazca ridge such as the 1942 (Mw8.1), 1996 (Mw 7.7), and 2001 (Mw 8.4) earthquakes [Dorbath et al.,
1990; Pritchard et al., 2007]. Apparently, no historical event ruptured through the segment corresponding
to the subduction of the Nazca ridge, suggesting that this area could be a permanent barrier to earthquake
rupture propagation [Dorbath et al., 1990; Perfettini et al., 2010; Chlieh et al., 2011].
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The detailed characteristics of the seismic source associated with the 2007 Pisco earthquake were described
by Sladen et al. [2010] based on individual and joint inversions of seismic and InSAR data. The source time
function shows a clear distribution with two peaks, isolated by 60 s of seismic quiescence, corresponding
to the rupture of two main asperities. Several other published coseismic slip models yielded a more homo-
geneous slip distribution involving the rupture of a single asperity [Motagh et al., 2008; Pritchard and
Fielding, 2008; Biggs et al., 2009; Chlieh et al., 2011]. Tsunami modeling performed considering the three
coseismic slip distributions given by Sladen et al. [2010] (obtained considering teleseismic and InSAR data
separately or jointly) showed that the single asperity model was in better agreement with the tsunami data
than the slip models obtained considering teleseismic data (separately or combined to the InSAR data)
[Ioualalen et al., 2012].

Perfettini et al. [2010] pieced together the various phases of the seismic cycle in the area of the Pisco earth-
quake. To characterize the postseismic phase, they used data up to 408 days after the main shock from a local
network of five stations which became operational 20 days after the main shock. Their study showed that the
Pisco earthquake triggered aseismic frictional afterslip on two adjacent patches, corresponding to the two
main seismic asperities evidenced by Sladen et al. [2010]. The most prominent patch of afterslip coincides
with the subducting Nazca ridge, an area also characterized by low interseismic coupling, which seems to
have repeatedly acted as a barrier to seismic rupture propagation in the past.

Figure 1. Reference map of the study area in Peru (delimited by a blue box in the inset map). The relative Nazca-South
American convergence rate and direction determined by Kendrick et al. [2003] are represented by a white arrow. The
white barbed line shows the location of the trench. Representative bathymetric contours of the Nazca ridge are shown in
black heavy lines. Approximate rupture areas for the Mw8.0, 1974 Lima [Langer and Spence, 1995] and the Mw7.7, 1996
Nazca earthquakes [Pritchard et al., 2007] are indicated by red contours. The rupture area of theMw8.0, 2007 Pisco earthquake
from this study is shown in black. Green arrows show the interseismic GPS velocities in the South American reference frame
before the 2007 Pisco earthquake as compiled by Chlieh et al. [2011]. Red arrows show the horizontal surface displacement
observed by the network of five GPS stations from 20 to 500 days after the main shock.
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Here we revisit this previous study
considering a larger observational
time window using continuous GPS
(cGPS) data from days 20 to 1204
after the main shock. We also use
additional InSAR data to improve
the spatial resolution of the model,
in particular, the southward exten-
sion of afterslip. The coseismic and
interseismic models are derived con-
sidering the same slab megathrust
geometry, inversion method, bound-
ary conditions, and slip azimuth as
for the postseismic model to ensure
a better consistency of the interseis-
mic, coseismic, and postseismic mod-
els. This allows a better estimate of
the contribution of each phase of
the seismic cycle to the slip budget.

Beyond a better characterization of the spatial evolution of afterslip, an important result of our study is the
characterization of the onset of interseismic relocking of the principal seismic asperity that ruptured during
the 2007 Pisco earthquake.

We start by presenting the data sets (InSAR and GPS) used in this study. We then describe the fault models
and our inversion scheme before presenting the slip models for each phase (coseismic, postseismic, and
interseismic) of the seismic cycle. We finally discuss the mechanical implications.

2. Data
2.1. Interseismic GPS Data

We use the GPS velocity field (15 sites) acquired between 1993 and 2003 [Kendrick et al., 2001; Chlieh et al.,
2004; Gagnon et al., 2005] compiled in Chlieh et al. [2011]. These GPS data cover an area that extends from
Lima region (latitude 11°S) in central Peru to southern Peru (latitude 17°S; see Figure 1). The description of
the survey-mode GPS data and how they were expressed in the same reference frame can be found in
Chlieh et al. [2011]. The interseismic GPS velocities presented in Table 1 are relative to a stable South
American reference frame. This correction assumes an average rate of 4mm/yr of the total convergence
being accommodated by crustal shortening along the sub-Andean fold-and-thrust belt, a shortening rate
consistent with previous geodetic estimates [Bevis et al., 2001; Chlieh et al., 2011], and with geological and
paleomagnetic observations [Kley and Monaldi, 1998; Arriagada et al., 2008].

2.2. Coseismic InSAR Data

In this study we use four coseismic interferograms (Figure 2) that were processed and published by Sladen
et al. [2010] (see Figures 2 and S1 in the supporting information). The coseismic InSAR data set is composed
of one ascending ERS-2 image mode interferogram (track 447) formed from an acquisition 1 year prior to the
earthquake and 2 days after the event and three ascending interferograms (tracks 109, 110, and 111) formed
from image pairs acquired by the radar sensor on board the Japanese Space Agency (JAXA) satellite ALOS.
The InSAR data span different time periods and include 2 to 6weeks of postseismic deformation (Figure 2).
As postseismic surface displacements measured by cGPS data are typically 1 order of magnitude smaller than
coseismic displacements measured from InSAR (see Figures 3 and S1), we assume that the contribution of
postseismic slip to the coseismic InSAR data is negligible.

A maximum line of sight (LOS) displacement of about 0.85m is observed from ALOS interferogram acquired
along track 111. The maximum InSAR LOS displacements observed from ERS-2 track 447 and ALOS track 110
interferograms are 0.55 and 0.40m, respectively (see Figure S1).

Table 1. Horizontal Interseismic GPS Velocities Compiled by Chlieh et al.
[2011] in a Stable South American Reference Framea

Name Longitude Latitude East North σEast σNorth

CANA �73.930 �13.990 5.71 2.11 2.40 1.50
CATA �68.460 �16.300 �2.78 0.84 0.51 0.22
COMA �68.440 �17.040 �0.86 6.53 1.60 1.50
HUAN �75.210 �12.130 4.645 3.85 1.50 1.00
LEON �67.600 �15.990 �7.15 5.18 1.50 1.10
PRAC �76.360 �13.870 19.36 2.64 1.20 0.80
QUIL �76.440 �12.950 18.63 3.96 2.10 1.20
REYE �67.350 �14.300 �9.78 �0.12 3.60 2.00
SAPE �67.420 �15.650 �6.11 1.11 2.00 1.90
SCRI �77.020 �12.040 10.32 2.65 3.96 2.08
TANA �74.450 �15.750 16.01 �0.67 3.10 2.20
ZAMA �75.620 �14.660 14.04 2.22 3.50 2.30
LAND �78.165 �12.168 38.66 4.39 5.19 5.53
SALI �77.612 �11.238 21.21 1.78 7.09 4.01
SEAW �78.486 �12.272 35.46 14.66 5.01 6.71

aVelocities and errors are expressed in mm/yr.
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Figure 2. (top) GPS data and the coverage of the coseismic and postseismic InSAR data used in this study to determine the
coseismic and postseismic slip distributions. Blue triangles show the location of the five cGPS stations used to measure and
characterize the postseismic deformation. Black rectangles outline the spatial extent of the interferograms used in this
study. The USGS location of the 2007 Pisco earthquake is shown as a red star, and the focal mechanism is from the global
CMT catalog. (bottom) Time span covered by the InSAR images used for the inversion of coseismic displacement (in blue)
and for the inversion of postseismic displacement (in red). The vertical red line indicates the time of the earthquake.
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2.3. Postseismic GPS Data

Postseismic deformation was characterized from daily solutions at five cGPS stations, covering a time span of
3.5 years from days 20 to 1220 after the main shock (Figure 3). All five stations were operational by day 20
after the main shock. This data set covers a postseismic period about 3 times longer than in Perfettini et al.
[2010]. Due to technical and logistical problems, some stations have ceased to operate during the
observation period.

We performed the analysis of the cGPS data using the GAMIT/GLOBK software, version 10.5 [Herring et al.,
2010]. We completed the local network integrating data from regional and global International Global
Navigation Satellite Systems Service network. This approach helps to decrease persistent noise and to stabi-
lize the reference frame, especially because of the lack of observations west of the coastline. We performed
the calculations using the International Terrestrial Reference Frame 2008 reference frame [Altamimi et al.,
2011] and determined positions with respect to a fixed South American plate. We paid a particular attention
to integrate up-to-date modeling of environmental effects on the GPS measurements, such as tropospheric
delay (mapping function and a priori pressure and temperature values from VMF1 [Boehm et al., 2009] and
ocean and atmospheric loading [Tregoning and van Dam, 2005; Lyard et al., 2006]). This strategy efficiently
decreases the noise level in the time series [Vergnolle et al., 2010]. The 1σ accuracy of the daily positions is
about 2.5mm on the horizontal components and 5mm on the vertical component. The network of cGPS
stations provides a record of the temporal evolution of ground displacement following the Pisco earthquake
(Figure 3). During the first 8months, the direction of the horizontal motion observed at cGPS stations is
clearly reverse compared to interseismic motion, indicating that postseismic displacements induced by the
main shock clearly dominate the measured signal (Figure 3). The southernmost stations LAGU and GUAD
recorded the maximum cumulative postseismic displacements of about 10 cm with LAGU showing 5 cm

Figure 3. Postseismic displacement time series at the five GPS stations operating after the 2007 Pisco earthquake. Black dots with error bars are the observed GPS
data with their 1σ uncertainty. Red lines show the predicted displacements for our best postseismic model. Note the clear reversal of displacements observed in the
time series recorded at ENAP and CHIN at about 300 days (May 2008) after the main shock.
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uplift and GUAD 2.5 cm subsidence. After May 2008, the recorded displacement begins to vary depending on
the station location. About 500 days after themain shock, themotion of the still operational stations ceases to
be trenchward and reverse to inlandmotion, a feature that we interpret as the onset of interseismic motion in
the area of the Pisco earthquake.

2.4. Postseismic InSAR Data

InSAR postseismic deformation was obtained considering two images from descending Envisat tracks (track 354)
and 10 ALOS images from two ascending tracks (tracks 110 and 111; Figure 2). The differential interferograms
were produced using the DIAPASON software [©CNES/Altamira-information, 1996] considering, for the
Envisat interferograms, the precise orbit data from European Space Agency (ESA) Doppler orbitography
and radiopositioning integrated by satellite, and for the ALOS interferograms, the orbit state vectors of their image
header. The topographic contribution was removed subtracting the fringe pattern obtained from the 90m
posting digital elevation model generated from the Shuttle Radar Topography Mission. Next, a weighted power
spectral density filter [Goldstein et al., 1988] was used to filter the interferograms which were later unwrapped
using an implementation of the network-flow algorithm for phase unwrapping [Chen and Zebker, 2002].

The subset of the interferogram data set shown in Figure 4 spans time intervals ranging from 1.5 to 2.5 years
after the main shock (the full data set of interferograms used in this study is shown in Figure S2). The coher-
ence is particularly low in the northern part of the Paracas Peninsula, mostly due to migrating coastal sand
dunes. Consequently, InSAR data cannot provide any reliable information of the deformation field in this area.
By contrast, all the independent interferograms are consistent in the south and beneath the peninsula. They
show a phase variation with a coherent pattern in both space and time that provides an unambiguous obser-
vational evidence for postseismic deformation. The ascending Envisat interferogram (track 354) of Figure 4,
formed from a pair of images acquired 2months and 2 years after the main shock, shows a LOS displacement
in the range of �5 to 3 cm, in which negative and positive signs mean displacement toward and away from
the satellite, respectively. Similarly, the ALOS interferograms spanning 1 to 2 years of observation show a LOS
displacement that may reach up to 12 cm of displacement toward the satellite. The spatial variability
observed in Figure 4 is mainly explained by differences in acquisition geometry and by some atmospheric
artifacts due to temporal variability of water vapor.

Each interferogram contains several millionmeasurements of ground displacements in the LOS direction, a num-
ber too large to be considered in the inversion. Consequently, we downsampled each interferogram by aver-
aging nearby pixels together resulting in a 500m grid. This approach is justified because of the smoothness of
the surface deformation field. As the spatial extent of a coherent area with no deformation in the study area is
very limited, we were unable to constrain the full covariance structure. We assumed an uncorrelated uncertainty
of 1 cm for Envisat data and 1.5 cm for ALOS data. The greater uncertainty associated with ALOS measurements
was chosen to take into account the difference of the LOS range precision between L band and C band (1.6 to 4×
worse than Envisat) [Sandwell et al., 2008] and possible error contribution from the ionosphere.

3. Modeling Strategy

To model the surface deformation measured by InSAR and GPS related to the interseismic, coseismic, and
postseismic stages, we assumed that it reflects only slip on themegathrust and that the surroundingmedium
is purely elastic. This modeling thus assumed that afterslip was the dominant mechanism responsible for
postseismic ground deformation following the 2007 Pisco earthquake and ignore viscoelastic relaxation.
We used the same fault geometry to perform the interseismic, coseismic, and postseismic slip distributions
in order to ensure consistency between the different results. The goodness of the fit is quantified using
the weighted root-mean-square of the residuals of both the GPS and InSAR data.

3.1. Fault Geometry

The fault surface was built considering that the location of the aftershocks occurred after the Pisco earthquake
considering the U.S. Geological Survey–National Earthquake Information Center (USGS-NEIC) and interseismic
coupling (ISC) catalogs together with the aftershocks from the local Instituto Geofísico del Perù network. The
dip angle changes with depth, ranging from 6° at 5 km depth to 30° at about 50 km depth. For the coseismic
and postseismicmodels, the fault plane extends 248kmalong strike and 168km in the downdip direction to reach
beneath the coastline. The fault plane is discretized into 651 elementary patches of size 8×8km2. For the
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interseismic model, the along-strike dimension of the fault plane was extended to 720km, ranging from 11 to
16.5°S latitude. The fault plane is composed of 611 patches discretized into 16×16km2 elementary rectangles.

As in Perfettini et al. [2010], we tested a variety of slip models in which the slip azimuth was left free or fixed to the
direction of plate convergence. We found that fixed azimuth slip models are able to properly match the data and
have the advantage of reducing the number of degrees of freedom by 2, compared to variable azimuth models.
Therefore, as done in Perfettini et al. [2010], we assume a fix slip azimuth of N250°E, corresponding to the direction
of plate convergence, an assumption which further ensures consistency between the coseismic, postseismic,
and interseismic slip models. This leads to a nearly constant rake value of about 70°, showing that the
obliquity of the fault relatively to plate motion direction is constant in the study area. Note that for the
interseismic model which uses the back slip approach [Savage, 1983], the slip azimuth is N70°E.

Figure 4. Observed and predicted postseismic interferograms for our best postseismic slip model. The satellite to ground radar
line of sight (LOS) is shown with a black arrow. LOS displacements toward the satellite are negative (i.e., range decrease).
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3.2. Resolution of the Inversions

A series of synthetic tests were performed to explore the spatial resolution of our inversions. To quantify the
spatial resolution of our slip models, we computed the contribution of each patch to the total displacement
of both the GPS and InSAR data sets [Loveless and Meade, 2011; Perfettini and Avouac, 2014]. The contribution
of each patch is computed considering the cumulated displacement amplitude over all observation sites due
a unit of slip on this given patch. We further normalized this field to have values between 0 and 1. The
contribution of each patch to the postseismic model, considering the GPS and InSAR data, shows that the
normalized contribution of the patches decreases away from land (Figure 5). Clearly, GPS stations improve
the resolution significantly in their vicinity and the resolution at the southern part of the fault plane is better
than at northern part. When considering separately the eastern and vertical components of the InSAR obser-
vations, the patches located near the coast contribute strongly to the eastern motion rather than shallower
patches contribute greater to the vertical motion (Figures 5c and 5d).

The spatial resolution of ourmodels was further testedwith additional resolution tests wherewe imposed an initial
slip distribution consisting of a collection of circular asperities (35 km for postseismic models and 70km for the
interseismic one) with unit slip to test the ability of our model to recover the imposed pattern (Figures S3a–S3c
and Text S2 in the supporting information), considering various values of the smoothing parameter. In agree-
ment with Figure 5, the postseismic model shows a lower ability to recover the imposed slip pattern in the
northwestern part of the fault plane, even using a low value (rough model) of the smoothing parameter γ.

3.3. Principal Component Analysis-Based Inversion Method Decomposition

The GPS time series were next decomposed using the principal component analysis-based inversion method
(PCAIM) initially proposed by Kositsky and Avouac [2010]. PCAIM allows the reduction of large data sets by
decomposing the data into a limited number of components, thereby naturally removing data noise while sig-
nificantly reducing the inversion computing time. Furthermore, unlike the classical principal component decom-
position, PCAIM is able to manage unevenly sampled time series and to properly take into account data
uncertainties. The methodology is described in detail in the PCAIM manual (http://www.tectonics.caltech.edu/
resources/pcaim/) and has been used in a number of studies [Lin et al., 2010; Perfettini et al., 2010; Bedford
et al., 2013; Gualandi et al., 2013; Perfettini and Avouac, 2014; Remy et al., 2014; Thomas et al., 2014].

The daily GPS time series are stored in a M×N matrix Xdat, where M= 3nstat and N= nmeas, nstat being the
number of stations and nmeas the number of measurements epochs, the factor 3 in the definition of M corre-
sponding to the number of displacement directions (east, north, and vertical). In the case of the postseismic

Figure 5. Spatial resolution of the postseismic models. Normalized contribution of each patch to the total displacement of postseismic GPS and InSAR observations
assuming a homogeneous slip with an azimuth of N250°E, considering only (a) GPS observations and (b) InSAR observations. The low-resolution areas (value <0.1)
are further used to constrain postseismic slip distributions (Figure 6) such that the slip on these areas is heavily penalized. (c) Same as in Figure 5b but considering
only the eastern component of the InSAR observations. (d) Same as in Figure 5b but considering only the vertical component of the InSAR observations.
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phase of the Pisco earthquake, Xdat is a 15 × 1204 matrix. The decomposition algorithm in PCAIM returns the
matrices U, S and V, Uk and Vk being unit vectors, such that

Xsvd ¼
Xncomp

k¼1
UkSkV

t
k (1)

where the upper index (…)tmeans the matrix transpose and ncomp is the number of components considered
in the decomposition. The vector Uk of lengthM is only space dependent, while the vector Vk of length nmeas

is only time dependent, Sk being a scalar quantifying the fraction of the data variance explained by each com-
ponent. We computed the reduced chi-square χ2r of the residual between the matrix Xdat and Xsvd to measure
the accuracy of the PCAIM decomposition using the following formulation:

χ 2r ¼ 1
M � N

X Xdat � Xsvd

σ

� �2
(2)

where Xsvd is the reconstructed data matrix and σ is the GPS data standard uncertainties. From the analysis of
the variation of χ2r with the number of components (Figure S4), only four components are necessary to recon-
struct the original cGPS data.

3.4. Inversion Scheme

For postseismic models the slip distribution L in elastic medium is related to the surface displacements through

Xdat ¼ GL (3)

where G is the Green’s function operator that gives the displacement at the measuring sites resulting from a
unit slip applied on each patch of the fault. To compute the Green’s functions, we consider rectangular
dislocations embedded in a homogeneous elastic half-space [Okada, 1992], assuming a Poisson coefficient
of 0.25. As in Perfettini et al. [2010], we estimate moments considering a shear modulus of 50 GPa. After
writing equation (1) in a compact matricial form and combining it with equation (3), we obtain

L ¼ G�1U
� �

SVt (4)

In the PCAIM algorithm, we solve for

C ′
uU
0

� �
¼ C ′

uG
γΔ

� �
m (5)

C ′
u being obtained from the Cholesky decomposition so thatC ′ t

uC
′
u ¼ C�1u , where Cu is the covariance matrix of

U. The Laplacian matrix Δ is a smoothing operator (see the PCAIM manual for details) regularizing the inver-
sion and γ the associated smoothing parameter;m (2 × number of dislocations × ncomp) is the slip on the fault.
To account for the lack of resolution of the model (section 3.2), slip is penalized in all models for which the
normalized contribution of Figure 5 is lower than 0.1. This is done in practice by setting the Laplacian Δ to
0 for the concerned patches.

The final slip distribution is obtained combining equations (4) and (5) yielding

L ¼ m SVt (6)

In equation (4), the eigenvectors U and V of the decomposition are obtained considering the cGPS dense data
set. In the case of the Pisco earthquake, InSAR data are considered as a sparse data set due to their temporal
scarcity and are included as additional constraints to equation (5) (see section 2.8 of the PCAIM manual for
details). In the joint inversion with GPS and InSAR data, each data set was weighted according to their uncer-
tainty. InSAR data can suffer from spatially long-wavelength orbital or atmospheric errors. Due to the limited
spatial extent of coherent area with no deformation it was not possible to estimate the orbital contribution
outside the deforming region. It was also not possible to estimate orbital uncertainties by analyzing differ-
ences between measurements made by GPS and by InSAR due to the limited number of stations lying inside
the radar scenes. Therefore, we decided to augment the linear system (equation (5)) to include the coeffi-
cients of a linear ramp in space for each interferogram. We preferred using a two-dimensional linear ramp
correction rather than a quadratic or high-order ramp corrections in order to reduce the trade-off between
fault slip and ramp parameters.
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4. Results

We have explored extensively the sensitivity of our coseismic, postseismic, and interseismic models to model
parameters. Text S4 shows a wider range of models obtained considering various smoothing constraints. As
discussed in section 3.4, slip is penalized in all slip models within low-resolution areas (section 3.2) as well as
on the lateral and bottom fault edges.

4.1. Coseismic Slip Distribution

Our preferred coseismic model (Figure 6c and Text S5 for additional details) shows a single asperity of high
slip (up to 10m) located offshore the Paracas Peninsula at 20 km depth, very similar to the one proposed by
Pritchard and Fielding [2008]. It is also similar to the source model proposed by Sladen et al. [2010] which
differs in that it shows two slip patches, one close to the epicenter location and the second larger one in
the same area as our peak slip. The difference is probably due to the use of the seismological waveforms
by Sladen et al. [2010], which requires two distinct seismic asperities. The estimated geodetic moment of
our model is 1.8 × 1021 Nm corresponding to Mw8.1 assuming a shear modulus of 50GPa. Our moment
estimate is larger than the global centroid moment tensor (CMT) solution (i.e., 1.1 × 1021 Nm) and the solution
of Biggs et al. [2009] (i.e., 1.06 × 1021 Nm) but comparable with those obtained by other previous studies
ranging from 1.20 × 1021 [Sladen et al., 2010] to 1.91 × 1021 Nm [Pritchard and Fielding, 2008].

4.2. Postseismic Slip Distribution

From the inversion, we obtained different possible postseismic slip models depending on the data set used: the
cGPS data alone, the InSAR data alone, and the combined GPS/InSAR data sets (Figures 6a–6c). The light gray
transparent region in Figure 6 corresponds to the low-resolution area where slip is penalized. The afterslip model
of Figure 6a based on the GPS data alone is very good and yields χ2r =0.7. This model shows twomajor slip zones
of afterslip: a large region located south of the Paracas Peninsula (hereinafter named A) and another one located
north of the peninsula, near the epicenter (hereinafter named B). Those two patches of afterslip were previously
evidenced by Perfettini et al. [2010], considering cGPS data acquired from days 20 to 408.

Figure 6. Best postseismic slip distribution model inferred from cGPS and InSAR data. (a) Using GPS data alone. (b) Using
InSAR data alone. (c) Using GPS and InSAR data simultaneously. The light gray transparent area represents the low-reso-
lution area of Figure 5.
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A major difference with the results of Perfettini et al. [2010] is that it is not possible to fit the cGPS data using
an afterslip model considering only forward (trenchward) slip. Afterslip in the backward direction is required
to fit the reversal from seaward to landward displacements recorded in the 1200 days of GPS time series
(Figure 3) and corresponding to a return to interseismic motion. This explains the presence of a patch with
slip reversal (referred to as region C hereafter) located near the region of high coseismic slip. Considering
the nonuniqueness of the underdetermined inversion problem, we tested the robustness of this feature
imposing additional constraints on the slip distribution. This analysis, presented in Text S6, leads to the
conclusion that slip reversal is required by the GPS data as indicated by the behavior of the V2 eigenvector
(see Text S3 and Figure S5) and does not result from a lack of resolution.

Our preferred slip model of Figure 6b based on the InSAR data alone well adjusts the data yielding χ2r = 0.6. It
shows a single region of significant afterslip corresponding to region A. The amount of slip is comparable to
the model based on the GPS data only, although slightly larger. Note that the existing difference is not
significant and depends on the particular choice of the smoothing parameter. Due to the lack of resolution
of the InSAR-based model in the northern part of our study area (related to the large zone affected by phase
decorrelation), no slip is derived neither in regions B nor C.

When considered simultaneously, the InSAR and GPS data fit equally well the observations than when considered
individually, yielding χ2r =0.73, highlighting the consistency between the two data sets (Text S1 in the supporting
information). A similar slip model was obtained by inversion without correcting from a linear ramp, but the resi-
dual between InSAR observations and modeled displacements is greater χ2r ¼ 2:4ð Þ, showing that slip inversion
is strongly constrained by the GPS measurements. This model (Figure 6c) resembles in patch A the GPS-alone-
based model (Figure 6a) while sharing the feature of the InSAR-alone-based model. In both the GPS- and
InSAR-based inversions, the areas of large afterslip are located in regions peripheral to the coseismic rupture zone.
This pattern is consistent with the notion that afterslip is driven by the main shock stress changes [e.g., Perfettini
and Avouac 2004a, 2004b]. The inferred postseismic slip distribution is mostly located at a depth shallower than
40km, suggesting that its origin is more consistent with afterslip in the seismogenic zone than by viscous flow
in the deep ductile zone. In principle, deep afterslip trades off with viscoelastic relaxation [Sun and Wang, 2015]
so that the amount of deep afterslip (along the coastline) estimated from our model could be overestimated.

Figures 7b–7d provide a synthetic view of the time evolution of slip (counted positive in the forward direction
consistent with the long-term slip on themegathrust) at three representative zones of the fault plane for our pre-
ferred model (Figure 6c). The evolution of slip on those selected patches is computed for three roughness values
encompassing 3 orders of magnitude of the smoothing parameter (see Figure S7). The smoother model poorly
explains the data as demonstrated by the poor fit of this model, yielding χ2 of ~5 (Figure S7c). For the smoother
model, slip in regions B and C vanish due to the large amount of smoothing applied. By contrast, afterslip motion
is observed on patch A, confirming that aseismic slip predominates over this fault segment. Both the rougher and
optimal models (blue and magenta curves of Figure 7b) fit the data well, leading to χ2 =0.43 and 0.73, respec-
tively. For those models, the temporal evolution of slip depends on the degree of smoothness used. For both
models, a linear trend is observed at patch C but its onset depends on the smoothing parameter, varying from
about 100 to 300days. Nevertheless, this linear trend observed at patch C is about 60mm/yr (see the dashed lines
in Figure 7b), a value close to the plate convergence rate (61mm/yr) in this region. Consequently, these models
imply a full relocking of the asperity that ruptured during the 2007 Pisco earthquake.

4.3. Interseismic Slip Distribution

We estimate interseismic coupling (ISC) which quantifies the degrees of fault locking considering interseismic
velocities obtained before the main shock. ISC is defined as

ISC xð Þ ¼ 1� V inter xð Þ
VL

; (7)

where x is the current location, VL is the long-term fault slip rate, and Vinter is the slip rate distribution during
the interseismic period. A value of 1 means that the fault is fully locked, requiring that the accumulated stress
is released by transient slip events such as earthquakes. Such areas are interpreted to be governed by patches
with rate-weakening frictional properties, promoting slip instabilities. A value of 0 corresponds to a creeping
region, governed by rate-strengthening frictional properties. An intermediate value might correspond to
regions that are composed of a mixture of rate-weakening and rate-strengthening regions or areas located
in the stress shadow of major asperities [Bürgmann et al., 2005].
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The slip rate distribution normalized assuming a plate convergence rate of 61mm/yr was obtained considering a
smoothing parameter of γ=2.5 (Figure 8). This value of the smoothing parameter offers a good compromise
between the model roughness and the misfit to the data (see Text S4 for a detailed explanation). As shown in
Figure 8, themodel fits well the GPS data with a χ2r =0.4, indicating a good agreement between themodel predic-
tions (black vectors) and the observations (white vectors). This model is close to themodels of Perfettini et al. [2010]
and Chlieh et al. [2011], even if the megathrust geometry used in this study slightly differs from the one used in
these previous studies. The Pisco earthquake occurred at the edge of an area with an ISC close to 1, consistent with
the picture that the region of significant coseismic slip wasmostly locked prior to themain shock. The Nazca ridge,
where the 2007 Pisco rupture stopped, coincides alsowell with an area of low ISC, consistent with the idea that this
large structure is essentially creeping and plays the role of a permanent strong barrier to large earthquakes.

In Figure 8, the green vectors show the estimated horizontal velocity computed at ENAP, LAGU, and GUAD using
the long-term linear trends estimated fromdays 500 to 1200 after themain shock (Figure 3). The velocity observed
at ENAP is consistent with the preearthquake value observed at the neighboring station PRAC (distant by only a
few kilometers), suggesting that station ENAP is back to a motion characteristic of the interseismic period. No
similar conclusion can be drawn for LAGU and GUAD, as no preearthquake velocities exist for these points.

5. Discussion
5.1. Return to the Interseismic Phase and Relocking of the Rupture Zone

The three stations still in operation by the end of the analyzed period (ENAP, LAGU, and GUAD) show a rever-
sal from westward to eastward displacements around day 500 after the main shock (Figure 3), followed by a
linear trend suggesting a return to interseismic motion. In the rough and optimal slip models that fit the data
well, slip reversal is observed on patch C, roughly in the area of maximum coseismic slip. A linear trend is
observed in region C, but its onset time depends on the degree of smoothing of the model. It can be as early

Figure 7. (a) Preferred postseismic model. (b) Slip at the center of region B from the rougher (in blue), the best fitting (in
purple), and the smoother (in red) models, respectively. (c) Slip at the center of region A with same color code as in Figure
7b. (d) Slip at the center of the back slip region C with same color code as in Figure 7b. Dashed lines correspond to a 60mm/
yr linear trend, equal in magnitude to the long-term slip rate on the megathrust. We interpret the slip reversal as evidence
for relocking of that patch. Vector indicates the displacement of the hanging wall with respect to the footwall.
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as 100days for the rough model and
as late as 300days for our optimal
model, showing that the precise time
for the onset of this linear motion is
not resolvable by the inversion pro-
cess. One remarkable feature is that
the slope of the linear trend observed
in patch C is unaffected by the
smoothness of the model, yielding a
long-term velocity of 60mm/yr, a
value in close agreement with the
regional plate convergence rate of
61mm/yr. This remarkable closeness
demonstrates that the onset of a linear
trend corresponds to a return to an
interseismic motion. Region C corre-
sponding roughly to the rupture area
of the Pisco earthquake (Figure 6), this
return to interseismic motion can be
seen as a relocking of the rupture zone
after the main shock.

The relocking time is not resolvable
but increases with the smoothness
of the model (Figure 7). Since no
GPS data were available before day
20 after the main shock, we cannot
resolve a relocking time smaller than
20 days in any case. The fact that the
region affected by this return to inter-
seismic motion closely matches the

rupture area of the Pisco earthquake strongly suggests that region C was a locked region in the interseismic
period that only moves coseismically. Although not resolvable in this study, we believe that the relocking time
could be very small and even null, corresponding to a complete relocking right after the coseismic as observed
for the asperity that slipped during the 2003 Chengkung earthquake in Taiwan [Thomas et al., 2014].

5.2. Frictional Properties of the Interface

Between days 20 and 1204, about 60 cm of slip accumulated on patch A. Both the behavior of the slip distri-
bution and the amplitude of cumulated slip are consistent with the results of Perfettini et al. [2010], obtained
between days 20 and 408. Not surprisingly, our inferred cumulated slip is higher than Perfettini et al. [2010] as
we consider a larger time period in this study. The time evolution of postseismic slip on patch A (Figure 9c)
increases as the logarithm of time, consistent with the idea that afterslip is governed by rate-strengthening
friction with a logarithmic dependency on slip rate [Marone et al., 1991; Perfettini and Avouac, 2004a].

In the steady state approximation, and assuming that the creeping velocity just before the coseismic stress
change applied is equal to the long-term slip rate Vpl, the observed time evolution of afterslip should be
consistent with frictional afterslip modeled considering a velocity-strengthening rate and state friction law
[Perfettini and Avouac, 2004b]

VLtr log 1þ d exp
t
tr

� �
� 1

� �� �
(8)

where VL is the long-term velocity rate (fixed to 61mm/yr), d is the velocity jump due to the main shock, tr is the
relaxation time associated with frictional afterslip, and t is the time after the main shock. Figure 9c shows the
prediction of equation (8). The model (black continuous line) matches well the evolution of slip (blue dots) in
region A, for a relaxation time tr=2.26 years and a coseismic velocity jump d=188.

Figure 8. Best interseismic couplingmodel. Black andwhite arrows show the
observed and predicted interseismic GPS velocities, respectively. The
observed interseismic velocities are those determined by Kendrick et al.
[2003] expressed in the stable South American reference frame using the
Euler pole of Chlieh et al. [2011]. Note that no preearthquake interseismic
velocities are available at GUAD and LAGU. The green arrows show the
estimated horizontal velocity computed at ENAP, LAGU, and GUAD with
observations ranging from days 500 to 1200 after the main shock.
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The slip evolution observed on patch B (Figure 7b) is clearly different from the one observed on patch A. After
about 500 days of decaying afterslip, the patch returns gradually to an interseismic motion as observed at
patch C (see section 5.1). Normalizing the time series (see Figure S11) shows that the temporal evolution
at sites B and C is similar and that only the slip amplitude is different, site B showing a larger amount of after-
slip. The fact that sites B and C show an initial phase of afterslip before returning to complete locking is under-
standable if one imagines that both patches are mostly composed of rate-weakening materials (promoting
seismic rupture) with some rate-strengthening patches within (promoting aseismic slip). Those creeping
patches were strongly loaded by the main shock and released this excess of stress through afterslip. Once
unloaded, they returned to interseismic loading, but because they are mostly surrounded by locked brittle
patches, the creep rates are close to zero due to the stress shadows of those brittle asperities [Bürgmann
et al., 2005; Hetland and Simons, 2010]. Since B shows a greater amount of afterslip, it is expected that the ratio
of strengthening versus weakening patches is higher there than at C, this ratio being small anyway in order
for the patch to move seismically. The opposite is observed at site A that is expected to have a ratio-
strengthening versus rate-weakening patch close to 1, so that site A is essentially creeping (but some minor
seismicity corresponding to the rupture of the isolated weakening patches within A could still be observed).

The initiation of the rupture of the Pisco earthquake having occurred nearly at the center of patch B supports
the idea that this site is mostly rate weakening. The fact that the afterslip in B was significantly larger than in C
is consistent with a lower coseismic slip in B than in C (see Figure 6 and Sladen et al. [2010]), B containing a
higher fraction of creeping patches than at site C. Note that this whole reasoning relies on the reasonable
assumption that the frictional properties of the interface are heterogeneous at scales much smaller than
our resolution scale (typically of a few tenths of kilometers).

5.3. Slip Budget and Recurrence Time

The various slip models derived for the coseismic, postseismic, and interseismic phases can be used to
quantify the contribution of each phase to the final budget of the seismic cycle. For the coseismic models

Figure 9. Same as in Figure 8 but after subtracting to fault slip the linear slip velocity observed at patch C. The continuous
black line in Figure 8c shows the theoretical displacements predicted from a rate-strengthening frictional sliding defined by
the equation (8).
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of Figure S6, the seismic moments corresponding to the rough, optimal, and smooth models yield, respec-
tively, M0cos = 1.99 × 1021, 1.81 × 1021, and 1.74 × 1021 Nm, corresponding to moment magnitudes of 8.13,
8.10, and 8.09, respectively. Those values are larger than the value of Mw8.0 found by Sladen et al. [2010]
considering InSAR and teleseismic data, possibly because we have chosen a too large depth-averaged shear
modulus (50GPa). If we use a shear modulus of 35 GPa (a value consistent with the depth average of the
velocity model of Sladen et al. [2010]), we find a seismic moment of 1.27 × 1021 yielding Mw= 8.0, meaning
that the slip potency of our model is close to the estimate of Sladen et al. [2010].

As discussed in section 6, the linear trends observed in the postseismic models at the end of our observation
period (Figure 7) are interpreted as a return to interseismic motion. Its existence allows for a precise determination
of the slip deficit rate in the rupture zone, more accurate than the preearthquake couplingmodel of Figure 8 that it
is less well constrained because based on sparser GPS campaign data and no InSAR data. Consequently, we used
the moment deficit rate determined in the relocking zone of region C. For the rough, optimal, and smooth models
of Figure 7, thosemoment deficit rates are, respectively, dM0inter/dt=1.08×10

19, 1.07×1019, and 1.02×1019Nm/yr.

For consistency with the estimate of the interseismic moment deficit rates, the moment of the postseismic
models are estimated considering the model of Figure 9 for which the slip distribution has been corrected
from the linear contribution observed at region C, resulting in zero slip in this region. This postseismic slip
distribution can be seen as the net contribution of afterslip, corrected from the interseismic reloading. For
the rough, optimal, and smooth models, the postseismic moments are, respectively, M0post = 2.39 × 1020,
2.06 × 1020, and 1.46 × 1020 Nm. Note that those values are comparable to the estimate of 1.73 × 1020 Nm
found by Perfettini et al. [2010] ranging from 9× 1019 to 3 × 1020 Nm, meaning that most afterslip accumu-
lated before day 408 (the last observation day of Perfettini et al. [2010]).

The return period Trec of an event similar to the Pisco earthquake can be estimated using

T rec ¼ M0cos þM0post
dM0inter=dt

(9)

yielding Trec = 218 years for our optimal model and, respectively, Trec = 174 years and 188 years for our rough
and smooth models. These values are consistent, although smaller, than what could be expected knowing
that the last large event in this area struck in 1746.

Our estimate of the postseismic moment corresponds to the observation period covering days 20 to 1204. We
show in Text S7 that the postseismic moment from days 0 to 1204 can be taken into account by increasing
the postseismic moment by a factor of 1.37, yielding postseismic moments of M0post = 3.27×10

20, 2.82×1020,
and 2.00×1020Nm for the rough, optimal, and smooth models, respectively. Using equation (9) with those
updated values gives Trec = 180, 227, and 195years, for the rough, optimal, and smooth models, respectively,
those values being in closer agreement with the observed elapsed time of 261 years. The optimal value of
227 years is different from the estimate of 250 years obtained by Perfettini et al. [2010], who determined the slip
deficit rate in the rupture zone using a preearthquake coupling model similar to our model of Figure 8.

The previous estimates of the coseismic and postseismic models allow determining the ratio of postseismic
versus coseismic moments. Using M0cos = [1.99,1.81,1.74] × 1021 Nm and M0post = [3.27, 2.82, 2.00] × 1020 Nm
(rough, optimal, and smooth models, respectively), we find that the postseismic moment from days 0 to 1204
of our optimal model represents 0.16 of the coseismic moment but can vary from 0.1 to 0.19 considering
the end-member (i.e., rough and smooth) models. Those values are about twice smaller than the range of
22–41% found in Perfettini et al. [2010]; these differences are mostly due to our estimate of the postseismic
moment. Those estimates are similar to other major subduction earthquakes for which this ratio has been
estimated [Lin et al., 2013, and references therein].

We estimated the cumulative moment released by all aftershocks with Mw> 4 reported in the NEIC earth-
quake catalog over the same time period. We find that aftershocks released about 1.5 × 1019 Nm, represent-
ing between 4.6 and 7.5% of the moment released by the distribution of net afterslip, suggesting a
predominantly aseismic process.

The average contribution of coseismic slip to the long-term slip budget is [Perfettini et al., 2010]

Ccos ¼ ISC 1þ αð Þ�1 (10)
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where α is the ratio of the postseismic and coseismic moments. The contribution of the postseismic creep to
the slip budget writes

Cpost ¼ α
1þ α

ISC (11)

while the contribution of the interseismic creep is, by definition,

Cinter ¼ 1� ISC (12)

The contribution Caseismic=Cinter+Cpost of aseismic creep to the cycle is then

Caseismic ¼ 1� ISC 1þ αð Þ�1 (13)

where we have assumed that Ccos+Cinter+Cpost = 1, neglecting aseismic transients other than afterslip.
Aseismic transients might exist and have been observed elsewhere along this subduction zone, but in
absence of reliable constraints for this area, we have decided to neglect them.

According to the estimates given earlier in this section, α= 0.16 for our optimal model but 0.1< α< 0.19 con-
sidering all range of acceptable models. In region C, the mean ISC is 0.55 for the rough model and 0.52 for the
optimal model. Using equation (13) yields Caseismic = 0.55 for our preferred models but 0.5< Caseismic< 0.56
considering all acceptable models. This means that, in the area of the Pisco earthquake, about 55% of the slip
budget in the 0–50 km depth range is aseismic. Those values fall in the lower range 0.49< Caseismic< 0.71
previously proposed by Perfettini et al. [2010].

The seismological waveforms of the Pisco earthquake clearly indicated two distinct ruptures [Sladen et al.,
2010], separated by 60 s of seismic silence. This delay might correspond to the time needed to nucleate
the second rupture, or alternatively to an aseismic rupture occurring within the region connecting the two
asperities, similar to the rupture of tsunami earthquakes. Indeed, the asperities being distant by roughly
60 km, 60 s of delay would roughly give a rupture velocity on the order of 1 km/s, a value consistent with
tsunami earthquakes but too low for regular earthquakes [Lay et al., 2010].

Even if those scenarios remain speculative, we can still attempt to account for a possible contribution of aseis-
mic slip to the total coseismic moment. Let us call fpost≈ 0.16 the ratio of our estimated postseismic and
coseismic moments. The coseismic moment is defined as fcosM0

cos, where fcos≈ 1.4 and M0
cos corresponds

to the estimate of Sladen et al. [2010] obtained considering teleseismic data, so that M0
cos represents the

moment due to seismic waves. Let us further assume that this difference is purely due to aseismic slip, then
the fraction (fcos� 1)M0

cos corresponds to aseismic coseismic slip and/or early afterslip that could have
happened during the 20days following the main shock and during which our GPS network was not yet opera-
tional. Consequently, the ratio of moment released by aseismic slip to the coseismic moment (as derived from
seismology) could be as large as fcos× fpost+ (fcos� 1)≈0.62, with the possibility of a fraction of this aseismic slip
happening early enough to have contributed to the tsunami.

6. Conclusion

Our study shows that the main asperity that ruptured during the 2007 Pisco earthquake relocked soon after
the earthquake while afterslip occurred in its peripheral area with a relaxation time estimated to about
2.3 years. The relocking time cannot be resolved accurately though.

We show that slip at the center of the region of maximum afterslip, along which the Nazca ridge is subducting
(region A), is consistent with rate-strengthening friction promoting aseismic creep, consistent with the inter-
seismic couplingmodel that shows a low coupling. The value of the relaxation time suggests that postseismic
relaxation is over now and that the creep rate in that area has returned to its preearthquake value. Our post-
seismic moment represents about 16% of the coseismic moment, a value smaller than the previous estimate
of Perfettini et al. [2010], and the main reason for this discrepancy being that our coseismic moment estimate
is larger than in Sladen et al. [2010].

The interseismicmodel of Figure 8 is in agreementwith the results of Perfettini et al. [2010] and Chlieh et al. [2011],
both showing that the Nazca ridge corresponds to a low coupling region, consistent with the hypothesis that the
region is essentially creeping and acts as an aseismic barrier to large earthquakes.
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Aseismic slip might account for 50% of the long-term slip in the 0–50 km depth range, a value corresponding
to the lower bound given by Perfettini et al. [2010]. The return period of an earthquake of Mw8.1 in the Pisco
area is estimated at 227 years, assuming that the interseismic strain derived in this study is constant during
the seismic cycle.

Comparison of the coseismic, postseismic, and interseismic slip distributions suggest that seismic slip and
afterslip occur, respectively, in regions of high (>0.5) and low ISC (<0.5) values. The coseismic and postseismic
slip distributions complement one another, consistent with the notion that afterslip occurs in regions strongly
loaded by themain shock. Finally, those results suggest that the frictional properties of the interface are permanent
during the seismic cycle.

References
©CNES/Altamira-information (1996), Philosophie et mode d’emploi de la chaîne logicielle interférométrique DIAPASON, Toulouse, France.
Altamimi, Z., X. Collilieux, and L. Métivier (2011), ITRF2008: An improved solution of the international terrestrial reference frame, J. Geod., 85,

457–473.
Arriagada, C., P. Roperch, C. Mpodozis, and P. R. Cobbold (2008), Paleogene building of the Bolivian Orocline: Tectonic restoration of the

central Andes in 2-D map view, Tectonics, 27, TC6014, doi:10.1029/2008TC002269.
Bedford, J., et al. (2013), A high-resolution, time-variable afterslip model for the 2010 Maule Mw = 8.8, Chile megathrust earthquake, Earth

Planet. Sci. Lett., 383, 26–36.
Bevis, M., E. Kendrick, R. Smalley, B. Brooks, R. Allmendinger, and B. C. Isacks (2001), On the strength of interplate coupling and the rate of

back arc convergence in the central Andes: An analysis of the interseismic velocity field, Geochem. Geophys. Geosyst., 2, 1067, doi:10.1029/
2001GC000198.

Biggs, J., D. P. Robinson, and T. H. Dixon (2009), The 2007 Pisco, Peru, earthquake (M8.0): Seismology and geodesy, Geophys. J. Int., 176,
657–669.

Boehm, J., J. Kouba, and H. Schuh (2009), Forecast ViennaMapping Functions 1 for real-time analysis of space geodetic observations, J. Geod.,
83, 397–401.

Bürgmann, R., M. G. Kogan, G. M. Steblov, G. Hilley, V. E. Levin, and E. C. B. Apel (2005), Interseismic coupling and asperity distribution along
the Kamchatka subduction zone, J. Geophys. Res., 110, B07405, doi:10.1029/2005JB003648.

Chen, C. W., and H. A. Zebker (2002), Phase unwrapping for large SAR interferograms: Statistical segmentation and generalized network
models, IEEE Trans. Geosci. Remote Sens., 40, 1709–1719.

Chlieh, M., et al. (2007), Coseismic slip and afterslip of the Great (Mw9.15) Sumatra-Andaman earthquake of 2004, Bull. Seismol. Soc. Am., 97,
S157–S173, doi:10.1785/0120050631.

Chlieh, M., J. B. de Chabalier, J. C. Ruegg, R. Armijo, R. Dmowska, J. Campos, and K. Feigl (2004), Crustal deformation and fault slip during the
seismic cycle in the North Chile subduction zone, from GPS and InSAR observations, Geophys. J. Int., 158, 695–711.

Chlieh, M., H. Perfettini, H. Tavera, J.-P. Avouac, D. Remy, J.-M. Nocquet, F. Rolandone, F. Bondoux, G. Gabalda, and S. Bonvalot (2011),
Interseismic coupling and seismic potential along the central Andes subduction zone, J. Geophys. Res., 116, B12405, doi:10.1029/
2010JB008166.

Dorbath, L., A. Cisternas, and C. Dorbath (1990), Assessment of the size of large and great historical earthquake in Peru, Bull. Seismol. Soc. Am.,
80, 551–576.

Gagnon, K., C. D. Chadwell, and E. Norabuena (2005), Measuring the onset of locking in the Peru-Chile trench with GPS and acoustic
measurements, Nature, 434, 205–208.

Goldstein, R. M., H. A. Zebker, and C. L. Werner (1988), Satelite radar interferometry: Two dimensional phase unwrapping, Radio Sciences, 23,
713–720.

Gualandi, A., E. Serpelloni, and M. E. Belardinelli (2013), Space-time evolution of crustal deformation related to the Mw 6.3, 2009 L’Aquila
earthquake (central Italy) from principal component analysis inversion of GPS position time-series, Geophys. J. Int., 197, 174–191.

Herring, T. A., R. W. King, and S. C. McClusky (2010), Introduction to GAMIT/GLOBK. Release 10.4, Dep. of Earth, Atmos. Planet. Sci. Mass. Inst.
Technol, Cambridge, Mass. [Available at http:/www.gpsg.mit.edu/~simon/gtgk/doc.htms.]

Hetland, E. A., and M. Simons (2010), Post-seismic and interseismic fault creep II: Transient creep and interseismic stress shadows on
megathrusts, Geophys. J. Int., 181, 99–112.

Ioualalen, M., H. Perfettini, S. Y. Condo, C. Jimenez, and H. Tavera (2012), Tsunami modeling to validate slip models of the 2007 Mw 8.0 Pisco
earthquake, central Peru, Pure Appl. Geophys., 170, 433–451.

Kendrick, E., M. Bevis, R. Smalley, and B. Brooks (2001), An integrated crustal velocity field for the central Andes, Geochem. Geophys. Geosyst.,
2, 1066, doi:10.1029/2001GC000191.

Kendrick, E., M. Bevis, R. Smalley, B. Brooks, R. B. Vargas, E. Lauría, and L. P. Souto Fortes (2003), The Nazca–South America Euler vector and its
rate of change, J. South Am. Earth Sci., 16, 125–131.

Kley, J., and C. R. Monaldi (1998), Tectonic shortening and crustal thickness in the central Andes: How good is the correlation?, Geology, 26,
723–726.

Kositsky, A. P., and J.-P. Avouac (2010), Inverting geodetic time series with a principal component analysis-based inversion method,
J. Geophys. Res., 115, B03401, doi:10.1029/2009JB006535.

Langer, C. J., and W. Spence (1995), The 1974 Peru earthquake series, Bull. Seismol. Soc. Am., 85, 665–687.
Lay, T., C. Ammon, R. Hutko, and H. Kanamori (2010), Effects of kinematic constraints on teleseismic finite-source rupture inversion: Great

Peruvian earthquakes of 23 June 2001 and 15 August 2007, Bull. Seismol. Soc. Am., 100, 969–994.
Lin, Y. N., A. P. Kositsky, and J.-P. Avouac (2010), PCAIM joint inversion of InSAR and ground-based geodetic time series: Application to

monitoring magmatic inflation beneath the Long Valley Caldera, Geophys. Res. Lett., 37, L23301, doi:10.1029/2010GL045769.
Lin, Y. N., et al. (2013), Coseismic and postseismic slip associated with the 2010 Maule earthquake, Chile: Characterizing the Arauco Peninsula

barrier effect, J. Geophys. Res. Solid Earth, 118, 3142–3159, doi:10.1002/jgrb.50207.
Loveless, J., and B. Meade (2011), Spatial correlation of interseismic coupling and coseismic rupture extent of the 2011 Mw = 9.0 Tohoku-oki

earthquake, Geophys. Res. Lett., 38, L17306, doi:10.1029/2011GL048561.

Journal of Geophysical Research: Solid Earth 10.1002/2015JB012417

REMY ET AL. TIME EVOLUTION OF SLIP AT PISCO, PERU 17

Acknowledgments
ASAR data were provided by the
European Space Agency (ESA) through
the project Envisat-AO857 and category
1 2899. PALSAR data from the ALOS
satellite mission operated by the
Japanese Aerospace Exploration
Agency (JAXA) were used under the
terms and conditions of the fourth ALOS
2 Research Announcement (project
1142). This work was supported by the
Institut de Recherche pour le
Développement (IRD). We thank the
people from Laguna Grande village for
their great support. We thank Nino
Puma Sacsi for this precious help in
maintaining station LAGU operational
and Alberto Zheimer for supporting the
network from day 70 to day 220. Some
of the figures were prepared using the
GMT software [Wessel and Smith, 1991].
The data for this paper are available by
contacting the corresponding author at
remy@ird.fr. We thank Lisa Christiansen
for editing the text. The Assistant Editor
and an anonymous reviewer provided
useful and constructive remarks that
greatly improved this study.

http://dx.doi.org/10.1029/2008TC002269
http://dx.doi.org/10.1029/2001GC000198
http://dx.doi.org/10.1029/2001GC000198
http://dx.doi.org/10.1029/2005JB003648
http://dx.doi.org/10.1785/0120050631
http://dx.doi.org/10.1029/2010JB008166
http://dx.doi.org/10.1029/2010JB008166
http://http:/www.gpsg.mit.edu/~simon/gtgk/doc.htms
http://dx.doi.org/10.1029/2001GC000191
http://dx.doi.org/10.1029/2009JB006535
http://dx.doi.org/10.1029/2010GL045769
http://dx.doi.org/10.1002/jgrb.50207
http://dx.doi.org/10.1029/2011GL048561
mailto:remy@ird.fr


Lyard, F., F. Lefevre, T. Letellier, and O. Francis (2006), Modelling the global ocean tides: Modern insights form FES2004, Ocean Dyn.,
doi:10.1007/s10326-006-0086-x.

Marone, C. J., C. H. Scholtz, and R. Bilham (1991), On the mechanics of earthquake afterslip, J. Geophys. Res., 96, 8441–8452.
Moreno, M., M. Rosenau, and O. Oncken (2010), 2010 Maule earthquake slip correlates with pre-seismic locking of Andean subduction zone,

Nature, 467, 198–202.
Motagh, M., R. Wang, T. R. Walter, R. Bürgmann, E. Fielding, J. Anderssohn, and J. Zschau (2008), Coseismic slip model of the 2007 August

Pisco earthquake (Peru) as constrained by wide swath radar observations, Geophys. J. Int., 174, 842–848.
Okada, Y. (1992), Internal deformation due to shear and tensile faults in a half-space, Bull. Seismol. Soc. Am., 82, 1018–1040.
Perfettini, H., and J.-P. Avouac (2004a), Postseismic relaxation driven by brittle creep: A possible mechanism to reconcile geodetic mea-

surements and the decay rate of aftershocks, application to the Chi-Chi earthquake, Taiwan, J. Geophys. Res., 109, B02304, doi:10.1029/
2003JB002488.

Perfettini, H., and J.-P. Avouac (2004b), Stress transfer and strain rate variations during the seismic cycle, J. Geophys. Res., 109, B06402,
doi:10.1029/2003JB002917.

Perfettini, H., and J. P. Avouac (2014), The seismic cycle in the area of the 2011Mw9.0 Tohoku-Oki earthquake, J. Geophys. Res. Solid Earth, 119,
4469–4515, doi:10.1002/2013JB010697.

Perfettini, H., et al. (2010), Seismic and aseismic slip on the central Peru megathrust, Nature, 465, 78–81.
Pritchard, M. E., and E. J. Fielding (2008), A study of the 2006 and 2007 earthquake sequence of Pisco, Peru, with InSAR and teleseismic data,

Geophys. Res. Lett., 35, L09308, doi:10.1029/2008GL033374.
Pritchard, M. E., andM. Simons (2006), An aseismic slip pulse in northern Chile and along-strike variation in seismogenic behavior, J. Geophys.

Res., 111, B08405, doi:10.1029/2006JB004258.
Pritchard, M. E., E. O. Norabuena, C. Ji, R. Boroschek, D. Comte, M. Simons, T. H. Dixon, and P. A. Rosen (2007), Geodetic, teleseismic, and

strong motion constraints on slip from recent southern Peru subduction zone earthquakes, J. Geophys. Res., 112, B03307, doi:10.1029/
2006JB004294.

Remy, D., J. L. Froger, H. Perfettini, S. Bonvalot, G. Gabalda, F. Albino, V. Cayol, D. Legrand, and M. D. Saint Blanquat (2014), Persistent uplift of
the Lazufre volcanic complex (central Andes): New insights from PCAIM inversion of InSAR time series and GPS data, Geochem. Geophys.
Geosyst., 15, 3591–3611, doi:10.1002/2014GC005370.

Sandwell, D. T., D. Myer, R. Mellors, M. Shimada, B. Brooks, and J. Foster (2008), Accuracy and resolution of ALOS interferometry: Vector
deformation maps of the Father’s Day intrusion at Kilauea, IEEE Trans. Geosci. Remote Sens., 46, 3524–3534.

Savage, J. C. (1983), A dislocation model of strain accumulation and release at a subduction zone, J. Geophys. Res., 88, 4984–4996.
Sladen, A., H. Tavera, M. Simons, J. P. Avouac, A. O. Konca, H. Perfettini, L. Audin, E. J. Fielding, F. Ortega, and R. Cavagnoud (2010), Source

model of the 2007Mw 8.0 Pisco, Peru earthquake: Implications for seismogenic behavior of subduction megathrusts, J. Geophys. Res., 115,
B02405, doi:10.1029/2009JB006429.

Subarya, C., M. Chlieh, L. Prawirodirdjo, J.-P. Avouac, Y. Bock, K. Sieh, A. J. Meltzner, D. H. Natawidjaja, and R. McCaffrey (2006), Plate-boundary
deformation associated with the great Sumatra-Andaman earthquake, Nature, 440, 46–51.

Sun, T., and K. Wang (2015), Viscoelastic relaxation following subduction earthquakes and its effects on afterslip determination, J. Geophys.
Res. Solid Earth, 120, 1329–1344, doi:10.1002/2014JB011707.

Thomas, M. Y., J.-P. Avouac, J. Champenois, J.-C. Lee, and L.-C. Kuo (2014), Spatiotemporal evolution of seismic and aseismic slip on the
Longitudinal Valley Fault, Taiwan, J. Geophys. Res. Solid Earth, 119, 5114–5139, doi:10.1002/2013JB010603.

Tregoning, P., and T. van Dam (2005), Atmospheric pressure loading corrections applied to GPS data at the observation level, Geophys. Res.
Lett., 32, L22310, doi:10.1029/2005GL024104.

Vergnolle, M., A. Walpersdorf, V. Kostoglodov, P. Tregoning, J. A. Santiago, N. Cotte, and S. I. Franco (2010), Slow slip events in Mexico revised
from the processing of 11 year GPS observations, J. Geophys. Res., 115, B08403, doi:10.1029/2009JB006852.

Wessel, P., and W. H. F. Smith (1991), Free software help map and display data, Eos Trans. AGU, 72(41), 441–446, doi:10.1029/90EO00319.

Journal of Geophysical Research: Solid Earth 10.1002/2015JB012417

REMY ET AL. TIME EVOLUTION OF SLIP AT PISCO, PERU 18

http://dx.doi.org/10.1007/s10326-006-0086-x
http://dx.doi.org/10.1029/2003JB002488
http://dx.doi.org/10.1029/2003JB002488
http://dx.doi.org/10.1029/2003JB002917
http://dx.doi.org/10.1002/2013JB010697
http://dx.doi.org/10.1029/2008GL033374
http://dx.doi.org/10.1029/2006JB004258
http://dx.doi.org/10.1029/2006JB004294
http://dx.doi.org/10.1029/2006JB004294
http://dx.doi.org/10.1002/2014GC005370
http://dx.doi.org/10.1029/2009JB006429
http://dx.doi.org/10.1002/2014JB011707
http://dx.doi.org/10.1002/2013JB010603
http://dx.doi.org/10.1029/2005GL024104
http://dx.doi.org/10.1029/2009JB006852
http://dx.doi.org/10.1029/90EO00319


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (ECI-RGB.icc)
  /CalCMYKProfile (Photoshop 5 Default CMYK)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends false
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Preserve
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /Courier-Oblique
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Symbol
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /Times-Roman
    /ZapfDingbats
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ENU ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


