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Microstructures Induced in Porous Limestone by Dynamic Loading, and Fracture Healing:

An Experimental Approach

JULIE RICHARD,1,2 MAI-LINH DOAN,1,2 JEAN-PIERRE GRATIER,1,2 and FRANÇOIS RENARD
1,2,3

Abstract—Fracturing and healing are crucial processes induc-

ing changes in the permeability and mechanical behavior of fault

zones. Fracturing increases the permeability of fault rocks, creating

flow-channels for fluid circulation and enhancing the kinetics of

such fluid–rock processes as pressure solution or metamorphism.

Conversely, healing processes reduce permeability by closing the

fractures and lead to rock strengthening. Consequently, the time-

scales of these two processes are important in determining the

strength of fault zones and their ability to rupture during earth-

quakes. This article reports observations of the microstructure of

porous limestone samples subjected to rapid dynamic loading, and

long-term healing as a result of fluid percolation. Dynamic loading

was performed by impacting the samples with steel bars inside a

split Hopkinson pressure bar apparatus. Healing was performed by

leaving the samples for three months within a triaxial machine with

percolation of supersaturated fluids for five weeks. Two kinds of

fracture network were observed in samples damaged at high strain

rate: a series of radial and circular macrofractures and an incipient

pulverization zone at the center of the sample loaded at the highest

strain rate. Fracture density determined microscopically from X-ray

images correlates with dissipated energy computed from macro-

mechanical data. X-ray images enable good quantification of the

damaged state of the samples. Percolation experiments under stress

with high-solubility fluid at room temperature show that the main

healing processes promoting closure of the fractures in the sample

are a combination of mechanical and chemical compaction. Mi-

crofracturing networks were found to heal faster than the largest

fractures, leading to heterogeneous strengthening of the rock. This

feature affects the processes of earthquake nucleation and rupture

propagation.

1. Introduction

The networks of fractures in fault damage zones

result from cumulative damage as a result of repeated

earthquakes and creep deformation during

interseismic periods (TENTHOREY and COX 2006). The

internal structure of fault damage zones is important

to the mechanical properties of the whole fault zone

(FAULKNER et al. 2003) and to strain distribution

across the fault core, which can be either localized or

homogeneous (RUTTER et al. 1986; DE PAOLA et al.

2008; FAULKNER et al. 2010). Moreover, FAULKNER

et al. (2006) showed that stress rotations in a weak

fault occur inside the damage zone surrounding the

fault core. Fracture and healing are two major

mechanisms that strongly affect the mechanical

behavior of active faults. They are involved in dif-

ferent fault processes, leading to strengthening or

weakening of fault zones. Given that their depen-

dence on different conditions varies from one fault to

another, and because of the scarcity of in-situ

observations, defining the extent of these two mech-

anisms remains challenging.

In nature, dynamic loading of rock is associated

with seismic deformation, either from large earth-

quakes or from microseismicity, and may cause rock

pulverization. An extreme example of off-fault

damage is the pulverized rock located next to sections

of some major strike–slip faults, for example the San

Andreas Fault (DOR et al. 2006a; WECHSLER et al.

2011). They reflect the need to understand the dam-

age processes in these areas, because they can

provide important information on rupture propagation

during an earthquake (DOR et al. 2006a, b), on

earthquake propagation velocity, and on the dynamic

effects responsible for gouge formation (RECHES and

DEWERS 2005). They also help distinguish between

damage related to fault processes and surface-

weathering (WECHSLER et al. 2011).

Several experimental studies have been performed

to enable understanding of the propagation of cracks
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(RAVI-CHANDAR and KNAUSS 1984a, b; SAGY et al.

2001; RENARD et al. 2009a) and the transition between

damaged to pulverized rocks (DOAN and GARY 2009;

DOR et al. 2009; YUAN et al. 2011; DOAN and BILLI

2011). Such experiments emphasize the dependence

of fracture mechanisms on different conditions, the

most important being strain rate, total strain, and

material characteristics (DOAN and GARY 2009; DOAN

and BILLI 2011). They also provide evidence that

fracturing activates such fluid–rock reaction pro-

cesses as pressure solution creep, which are involved

in healing mechanisms and, consequently, in the

processes controlling changes in fault strength (WEYL

1959; RUTTER 1976; RAJ 1982; SLEEP and BLANPIED

1992; GRATIER et al. 1999, 2003; VAN NOORT et al.

2008; GRATIER 2011).

Several mechanisms on different time scales

induce fault healing. One healing process responsible

for rapid recovery of the strength of faults is inelastic

yielding on contact asperities, as revealed by the

experiments of DIETERICH and KILGORE (1996). Other

healing processes, for example compaction by pres-

sure solution creep or fracture sealing, occur on

longer time scales, making it difficult to observe the

entire mechanism in nature. The competition between

damage and healing can have major effects on

earthquake and fault processes. Specific examples of

this are given in BEN-ZION (2008) and are based on

theoretical results in a viscoelastic brittle damage

model (BEN-ZION et al. 1999; LYAKHOVSKY et al.

2001). Quantifying these processes is therefore cru-

cial for better understanding the dynamics of the

seismic cycle.

Some seismological results for in-situ healing of

fault damage zones have been obtained and show

either logarithmic or power-law time dependence of

healing and creep. For example, using seismic data

WU et al. (2009) documented significant co-seismic

damage (e.g., 30–50 %) during the Düzce earth-

quake, followed by log (t) healing involving

substantial recovery on a sub-day time scale and

slower progressive recovery over months (PENG and

BEN-ZION 2006). GRATIER et al. (2014) compared

experiments with post-seismic data for the Izmit

earthquake and proposed that pressure solution creep

enhanced by damage could produce a power law

post-seismic creep which could fit geodetic defor-

mation data.

Healing experiments enhanced by pressure solu-

tion processes can be performed under specific

conditions (high solid solubility, high temperature,

etc.), thus avoiding the time scale issue (BRANTLEY

et al. 1990; HICKMAN and EVANS 1991; COX and

PATERSON 1991; KARNER et al. 1997; BOS and SPIERS

2002; HELLMANN et al. 2002a, b; NAKATANI and

SCHOLZ 2004; YASUHARA et al. 2005; TENTHOREY and

COX 2006; LE GUEN et al. 2007; NIEMEIJER et al.

2008). These studies show that healing processes

depend on pressure and temperature conditions, and

on the fluid chemistry and mineralogical character-

istics of the material. In general, fracturing and

healing experiments are performed on single crystals

or on monomineralic aggregates (with the exception

of granitic rocks: MORROW et al. 2001; MOORE et al.

1994; TENTHOREY and FITZGERALD 2006). But rocks

have a complex structure and are heterogeneous on

different scales, especially for materials with high

porosity, for example some natural carbonates or

fault gouge rocks. Microscale heterogeneities affect

the geometry of fracture propagation (RENARD et al.

2009a) and the rate of healing.

In this study we conducted damage and healing

experiments on the same natural rock to simulate

the damage and healing sequence of the seismic

cycle. We first simulated coseismic damage by

loading samples with split Hopkinson pressure bars,

to create the dense fracture damage expected at high

strain rate (DOAN and GARY 2009). To understand

healing and sealing processes, long-term percolation

experiments were conducted, under triaxial (differ-

ential stress) conditions, on pre-damaged and

pristine samples. The purpose was to investigate the

effect of both non-stress-driven self-healing

(BRANTLEY et al. 1990; RENARD et al. 2000) and

stress-driven sealing and/or compaction mechanisms

(BOS and SPIERS 2002; GRATIER et al. 2003). These

experiments should, therefore, be long enough to

enable some fluid–rock chemical interaction. To stay

within reasonable time spans (several months) we

used limestone, because carbonate rocks are more

reactive, with porosity high enough to enable fast

fluid percolation.

J. Richard et al. Pure Appl. Geophys.
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2. Experimental Materials and Procedures

2.1. Sample Material

The limestone samples were collected in Estail-

lades quarry (South East France). This Cretaceous

bioclastic limestone has a porosity close to 30 % and

a permeability of 270 mD (LE GUEN et al. 2007). It

was chosen because of its relatively high permeabil-

ity, typical of a reservoir rock, and its millimetric

heterogeneities that act as stress concentrators during

deformation. It is a weak material with a uniaxial

confining stress value of 12 MPa. This limestone

contains fossil grains of algae of millimeter size, and

broken calcitic shells, with dimensions in the range

0.6 to more than 1 mm, embedded in microsparitic

cement (Fig. 1a). Two types of porosity were

observed: inter-granular macro-pores which are well

connected (size approx. 500 lm), and intra-granular

micro-pores found in some red algae fossil grains

(HAN et al. 2007; DAUTRIAT et al. 2011) of size

approximately 10–50 lm.

Samples of different size were used (Tables 1, 2).

The diameter and height of the samples was varied to

minimize boundary effects related to the two defor-

mation instruments used in this study. Images of each

sample were taken by X-ray tomography (Laboratoire

Figure 1
a Optical microscopy image of a representative thin section of a

sample of Estaillades limestone in its initial state. The dark grains

correspond to red algae debris and the light grey grains correspond

to calcitic shells. The grains are embedded in a microsparitic

cement. b X-ray tomography images of one slice of a sample of

Estaillades limestone before deformation. Black holes are porosity,

the dark grey grains correspond to the red algae debris, the white

grains to calcitic shells, and the microsparitic cement is in light

grey. The size distribution of the calcitic shell and red algae grains

covers a range of 100–5,000 lm

Table 1

Characteristics of the two samples used in healing experiments

C1 (Undamaged) C3 (Damaged)

Diameter

(mm)

24.9 24.8

Weight (g) 44.53 24.27

l0 height

(mm)

49.3 25

l (mm) 46.05 25.65

e (strain) -0.066 0.026

_e (strain rate,

s-1)

-10-8 7.1.10-9

rA (axial

stress,

MPa)

14.6 1.5

Pf (fluid

pressure,

MPa)

1 1

rL (lateral

stress,

MPa)

2.1 2

T (�C) 20 20

Fluid flow

(m3 s-1)

5.10-9 5.10-9

Tomography

acquisition

Initial - After

percolation

After loading

(initial) - After

percolation

FEG-SEM

images

Initial state (preserved

after percolation on

undamaged sample)

Fig. 11a–f

Deformed state after

fracturing (loading)

and percolation

(dissolution and

healing) Fig. 12a–f

Microstructures induced by dynamic loading
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3SR, UMR 5521 CNRS, Univ. Grenoble-Alpes), to

characterize its initial microstructure before defor-

mation (Fig. 1b). After each experiment, another

image of each sample was obtained, for comparison

with the initial state. Finally, some thin sections were

produced after the experiments and were observed by

scanning electron microscopy.

2.2. Dynamic Loading and Percolation Experiments

2.2.1 The Hopkinson Bar Apparatus for Dynamic

Loading of Samples

The experiments were performed by use of a split

Hopkinson pressure bar (SHPB) apparatus, which

enables samples to be damaged at high strain rate

(DOAN and GARY 2009; CHEN and SONG 2010), at

ISTerre, Grenoble, France (Fig. 2a). Another sample

of larger diameter (C3; Table 1) was deformed in

the Laboratoire de Mécanique des Solides of the

Ecole Polytechnique, Palaiseau, France. Each sam-

ple was fixed between two steel bars 2 cm in

diameter and 1.5 m long. It is then loaded by a

striker impacting the bar assembly and launched by

a spring gun. The striker velocity determines the

strain rate and the maximum stress level reached.

The striker length determines the loading duration

(here *70 ls, for the ISTerre bars). Both bars are

equipped with two strain gauges located near the

input edge and the center of each bar. These strain

gauges measure the incident, reflected, and trans-

mitted elastic waves which can be used to determine

Table 2

Characteristics of the samples deformed under dynamic loading tests and fracture density measured on tomography data

CHB1 CHB2 CHB3 CHB4 C3

Weight (g) 10.6 10.6 10.8 11 24.27

Height (mm) 20 19.7 20 19.8 25

Diameter (mm) 19.1 19.5 19.5 19.1 24.8

Impact velocity (m s-1) 4 3 3.5 4.5 6.7

Peak stress (MPa) 13 12 11 19 56

Maximum strain (%) 0.9 0.6 1 1.2 2.3

Maximum strain rate (s-1) 78 78 73 84 570

Dissipated energy (MJ/m3) 0.072 0.028 0.059 0.12 0.77

Slice # Total area (mm2) Fracture area (mm2) Fracture density (%) Density average (%)

Initial state – – – – 0.3 ± 0.3

CHB2 216 293.7 1.3 0.4 0.7 ± 0.4

526 293.7 1.9 0.6

876 293.7 1.2 0.4

1331 293.7 3.8 1.3

CHB3 152 293.7 5.2 1.8 2.0 ± 0.8

507 293.7 7.4 2.5

847 293.7 6.4 2.2

1232 293.7 4.9 1.6

CHB1 179 286.5 7.6 2.6 2.9 ± 1

514 286.5 6.7 2.3

884 286.5 8.9 3.1

1184 286.5 9.6 3.4

CHB4 309 286.5 8.3 2.9 3.7 ± 1.2

509 286.5 8.5 3

934 286.5 13.2 4.6

1193 286.5 13 4.5

C3 initial 214 535.3 85.4 16 18.8 ± 10.4

430 535.3 81.4 15.2

864 535.3 111.3 20.8

1049 535.3 123.3 23

C3 final 1026 451.3 35.6 7.9 7.1 ± 3.6

816 451.3 28.8 6.4

J. Richard et al. Pure Appl. Geophys.
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the stress and strain history of the sample (CHEN and

SONG 2010).

Two sets of experiments were conducted sepa-

rately. We first prepared a highly comminuted, but

still cohesive, sample for the healing experiments.

This sample was 2.5 cm in diameter and jacketed

with a thick Viton sleeve. It was loaded at Ecole

Polytechnique on a large SHPB device, able to

damage the sample substantially. The strength of the

sample was 56 MPa, with a high loading rate of

567 s-1. The second kind of experiment was per-

formed at ISTerre, on a smaller set of bars, designed

to load smaller samples, only 2 cm in diameter, at

smaller strain. For the latter experiments the strain

rate achieved was almost independent of the striker

speed, within the range 70–80 s-1. In total, five

experiments were performed under different loading

conditions, controlled by the speed of the striker

(Table 2). The fracture density for each sample after

induction of damage with the SHPB apparatus was

measured by use of X-ray tomography.

2.2.2 Triaxial Instrument for Long-Term

Deformation and Healing of the Samples

Experiments were performed under triaxial condi-

tions with r1 [ r3 [ Pf for a timespan of three

months. Two identical triaxial instruments were used

with the axial stress (rA), confining lateral stress (rL),

fluid pressure (Pf), temperature, and fluid flow rate

being independently controlled and monitored over

long periods of time, i.e. several months (Fig. 2b),

(HELLMANN et al. 2002a; LE GUEN et al. 2007). In

most cases, the axial stress had the maximum value

(corresponding to r1) and the confining stress was r3.

In some cases, however, the lateral stress imposed

was slightly higher than the axial stress. Then, the

lateral stress was r1 and the axial stress r3. The

a

b

Figure 2
a Sketch of the split Hopkinson pressure bars (SHPB). b Sketch of the triaxial cells coupled to percolation. Most often the uniaxial stress is the

maximum stress r1, the confining pressure or the lateral stress is the minimum stress (r3), but the lateral stress may be chosen to be slightly

higher than the axial stress, and Pf is the fluid pressure. These three conditions and the injection rate were all separately controlled and

measured. The calcite-saturated water was prepared in a separate pressure vessel (modified after LE GUEN et al. 2007)

Microstructures induced by dynamic loading
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intermediate stress r2 was equal to r3, because of

confinement by a fluid. There are several reasons for

using a triaxial state of stress, rather than hydrostatic:

1. under natural conditions, especially near active

faults, substantial differential stresses are

expected; and

2. strain monitoring is easier under triaxial condi-

tions (by measuring the displacement of the

piston) than under hydrostatic conditions.

The axial strain of the samples was measured with

high-resolution digital linear encoders (LE/12/SIP50,

Solartron) with constant time-steps of 10 min. The

sensitivity of the displacement sensors was 0.5 lm.

The samples were enclosed in a Viton� sleeve before

mounting them in the triaxial cells. The uniaxial

stress was imposed by nitrogen gas pressure applied

on a piston directly in contact with the sample. The

horizontal confining stress was controlled by nitrogen

gas pressure applied to the Viton� sleeve. The

applied confining stress ranged between 1 and 3 MPa.

Given the duration of the experiments (several

months), the pressure was not servo-controlled elec-

tronically, but pneumatically controlled, using bottles

of nitrogen gas at 200 bar pressure. All experiments

were performed at 20 �C.

Fluids were injected into the samples by means of

a high-pressure liquid chromatography pump (Knauer

K-1001 HPLC). The fluid flow rate was constant at

0.3 ml/min during the experiment. The fluid was

deionized water with added ammonium chloride

(NH4Cl) at 53.49 g/l, to increase the solubility of

the calcite (IKORNIKOVA 1961), and manganese chlo-

ride tetrahydrate (MnCl2�4H2O) at 0.90 g/l. The

manganese was added to detect any calcite that may

have precipitated during the experiment, because

when this element is incorporated into newly formed

calcite, the calcite has different orange and brown

color shades under cathodoluminescence microscopy.

First, the injected fluid was prepared in a pressure

vessel filled with 25 g calcite grains (diameter

0.315–0.5 mm) in 0.3 l of pure water (Fig. 2b), to

saturate the injected solution with calcite.

The solution was subsequently pushed from the

pressure vessel into the triaxial cells and circulated

from bottom to top of the rock samples. Finally, the

solution was collected at the outlet (Fig. 2b). The

fluid pressure in the entire system was controlled by

use of back-pressure regulators located at the outlet

of each triaxial cell (LE GUEN et al. 2007). The

vertical axial strain, confining pressure, and fluid

pressure were monitored to determine the deforma-

tion of the two samples of Estaillades limestone over

a period of 3 months (Table 1). During the first seven

weeks, no fluid circulation was imposed, but two

injection tests were conducted for 12 h each, impos-

ing an injection rate of 5.10-9 m3 s-1. The fluid

pressure at the exit was controlled by use of a back-

pressure regulator. During these periods, the values

of the axial and confining stresses were maintained

more or less constant. This period was used as a

reference state to compare the strain values obtained

without fluid circulation with those measured in the

presence of circulating fluids. During the final 5

weeks, a fluid was injected into the sample at a

constant flow rate. Note that some fluid flow by-

passed sample C3, because it was severely damaged.

For this sample, the confining lateral stress was

slowly increased in steps of 0.05–0.1 MPa per day, to

better close the vertical fractures. When the fluid

pressure was too close to r3, some localized circu-

lation occurred at the interface between the sample

and the sleeve, dragging some particles there and

reducing the fluid pressure. Note also that the fluid

was sampled regularly at the outlet and analyzed for

its calcium content. These analyses did not reveal

any significant variation of calcium content during

the course of the experiment.

To compare mechanical behavior and microstruc-

tures in the presence of fluid circulation, one

dynamically damaged sample (sample C3, 25 mm

diameter, 25 mm height) and one sample without

damage (sample C1, 25 mm diameter, 50 mm height)

were used. The samples were installed in and

removed from the two cells at the same time. The

fluid flow injection rate was the same for both

samples. The experimental conditions (rA, rL, Pf, T,

fluid flow rate, characteristics of the samples) for both

samples are summarized in Table 1.

2.2.3 Imaging of Samples in 2D and 3D

Because of progress made in the in-situ observation

of rock by use of X-rays and computation,

J. Richard et al. Pure Appl. Geophys.
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microstructures of samples can be accessed without

disadvantages related to the preparation of thin

sections, especially destruction of the sample micro-

tomography (RAYNAUD et al. 1989; GÉRAUD et al.

1998; LENOIR et al. 2007; RENARD 2012). A labora-

tory-built tomograph, installed in the 3S-R laboratory

at the University of Grenoble-Alpes, was used to

characterize the microstructures of the samples by

X-ray microtomography. Voxel resolution was in the

range 20–40 lm and the 3D volumes were then

analyzed by use of the software AvizoFire.

Tomography acquisition was performed twice for

sample C3: after dynamic loading in the SHPB

(initial state) and after percolation (final state).

Sample C1 was also scanned twice: before (initial

state) and after (final state) the percolation experi-

ment. Some complementary data were provided by

optical microscopy and field emission gun scanning

electron microscopy (FEG-SEM) on thin sections

produced from samples after deformation.

Because of the noise level in tomography acqui-

sition, automated segmentation of all fractures could

not be performed and tomographic slices had to be

processed individually. As a consequence, for each

sample, the surface area occupied by the fractures

was estimated for four selected X-ray tomography

slices and their proportion of the total surface area of

the image was calculated. These locations were

selected at 20, 40, 60, and 80 % of the total length

of the sample. We verified that the fracture density

was of the same order of magnitude in these four

slices, to estimate the total fracture density of the

volume. An average value of the fracture density was

also estimated for the initial state of the Estaillades

limestone. A damage index is defined as the propor-

tion of fracture surface area in a given tomography

Figure 3
X-ray tomography images of dynamically damaged samples. a Sample CHB2 with the lowest fracture density and fracture propagation toward

the center of the sample. b Sample C3 with the highest fracture density and radial fracture network; the experimental conditions are given in

Table 2. The fracture networks are underlined with white lines. c, d Magnifications of slices of sample CHB3 showing the two types of

fracture propagation: around the grains: intergranular (c) and through the grains: intragranular (d)

Microstructures induced by dynamic loading
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slice, at the pixel resolution of the tomography

acquisitions; this index is dimensionless and given as

a percentage (Table 2).

3. Results

3.1. Dynamic Fracturing: Microstructure

Characterization

3.1.1 Effect of Loading on Fracture Density

Fracture densities, measured from tomography data,

are related to the loading conditions (Table 2). It was

found that the sample impacted with the largest

SHPB apparatus, with the highest peak stress and

highest strain rate (C3) is the one with the highest

fracture density, close to 19 % (Fig. 3b; Table 2).

The presence of several crushed areas with a dense

network of thin fractures was observed next to areas

without any visible fracture. This is indicative of very

heterogeneous damage distribution (Fig. 3b). The

sample was still cohesive after damaging loading. We

therefore believe the sample was close to pulveriza-

tion. The samples tested with the smallest SHPB

device enabled investigation of the formation of

damage at lower strain. None of the samples was

pulverized, but rather were damaged along few large

fractures, either radial or circular. The sample struck

with the smallest strain (CHB2) had the smallest

fracture density (Fig. 3a; Table 2), close to 0.7 %.

Samples CHB1, CHB3 and CHB4 followed this trend

with damage indices ranging from 2 to 3.7 %.

We now compare these microstructure descrip-

tions with the macroscopic mechanical data provided

by the sensors of the SHPB instrument (Fig. 4). To

quantify the energy related to damage mechanism, we

computed the surface area below the stress–strain

curve, which provides an estimate of the energy

dissipated during loading. Despite collection of the

two datasets on different scales, they seem to

correlate well, both for the samples tested at ISTerre

and the sample tested at École Polytechnique.

3.1.2 Effect of Loading on Fracture Geometry

The fracture network has a specific organization. In

some places in CHB3 and more generally in CHB2,

sparse fractures propagating mainly toward the center

of the sample were observed (Fig. 3a). Conversely,

main radial fracture zones are found close to the

boundary of the sample and form thin circular

fracture zones, which do not usually propagate

through the center, leaving a relatively undamaged

central area (e.g. samples C3, CHB1, CHB4, and part

of CHB3; Fig. 3b).

Figure 4
Cross-plot of microstructure fracture density, estimated with X-ray tomography (Table 2), versus dissipated energy, estimated from

macroscopic data from the SHPB instrument. The samples tested at ISTerre are marked with blue circles, the sample tested at École

Polytechnique (C3) is marked with a black square. The dashed line represents a linear fit, with a slope *35 %/(MJ/m3)

J. Richard et al. Pure Appl. Geophys.
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Two kinds of fracture propagation can be

distinguished:

1. intergranular fractures which propagate along

grain boundaries and bypass the grains (Fig. 3c);

and

2. intragranular fractures cutting through the grains

(Fig. 3d).

For the sample with the smallest dissipated energy

(CHB2), the fractures propagated easily inside the

largest calcitic grains (Fig. 3a), which are the less

porous parts of the samples (bright white grains in all

the X-ray tomography images). In this case, very few

fractures were observed through the smallest grains.

Most often, when these small grains are fractured,

comparison of the initial and final states revealed they

were already fractured before deformation. The

samples that were most damaged had additional

fractures and were less sensitive to initial heteroge-

neities. The network of the fractures formed

propagated widely through the sample. For these

fractures, small grains (most often both calcitic shells

and fossil algae) are predominantly broken, rather

than larger grains.

3.1.3 Effect of Loading on Connected Porosity

On the basis of X-ray tomography images at grain

scale, the structure of the pore network was compared

before and after dynamic loading (Fig. 5). The

porosity could not be quantified in greater detail

because of the limited grayscale dynamics of the

tomography data. Also pores smaller than the voxel

size (20–40 lm) could not be identified. Therefore,

only qualitative information is provided here. In the

initial state, the pores are not all connected at the

grain scale (Fig. 5 IS), but it is known from

permeability measurements (LE GUEN et al. 2007)

that they are connected at the scale of the sample as a

whole. After loading, most of the pores, which

existed before the experiment, are connected at the

grain scale and overall porosity is increased (Fig. 5

FS). This indicates that the tortuosity of the flow path

between two connected pores has decreased. The

newly formed pore networks, connected by the

fracture network, are often observed in the dark

matrix in the initial state. Because the pore network is

directly related to fracture in the damaged samples,

the largest pores were identified in samples C3 and

CHB4.

3.2. Fluid Circulation: Enhancement of Dissolution

and Healing Processes

3.2.1 Total Strain and Creep Rate

Triaxial instruments were used to study the change in

strength and porosity under the effect of both

differential stress and reactive-fluid circulation for

two samples: one substantially damaged by dynamic

fracturing (C3), the other in its initial undeformed

state (C1). The axial stress, the confining lateral

pressure, and the fluid pressure are plotted in Fig. 6,

together with the evolution of the axial strain. The

final axial strain e of the sample was calculated from

the axial vertical displacement measured on the X-ray

tomography images and defined as e = |l – l0|/l0,

where l0 is the initial sample height and l is the

sample height after percolation and deformation. The

overall shortening after 3 months was approximately

6 % for sample C1, whereas the overall extensional

strain for sample C3 was close to 3 % (Fig. 6). The

Figure 5
X-ray tomography processed images showing details of the

porosity network in 3D for sample CHB3, in its initial state (IS)

and in its final state after dynamic fracturing (FS). The (colors blue,

green and yellow) indicate different pores, which are not connected

at the grain scale. In the final state, all the pores are connected in a

single network, showing that the distance between connected pores

has decreased as a result of loading
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displacement sensor gave the same result. Moreover,

from the displacement data and on the basis of the

study by LE GUEN et al. (2007) using the same triaxial

cells and limestone sample, the vertical axial creep

rate _e ¼ l� l0ð Þ=l0Dt was calculated over the entire

percolation period (5 weeks). The results are given in

Table 1.

The creep rates are similar for both samples (10-8

s-1 for C1 and 7.1 9 10-9 s-1 for C3), although the

stress conditions were very different—the ratio of the

stress applied to intact sample C1 (*12 MPa) to that

applied to the pre-damaged sample C3 (2 MPa) was

6. Reaching these strain rates may not be reproduc-

ible, but the response of the samples to fluid injection

and to strain rate is certain.

Both experiments started under dry conditions.

For sample C1, the first two short fluid injections

caused a rapid response in the strain rate (Fig. 6; the

two injections are indicated with dotted black lines).

The same response was recorded for the long-

duration fluid injection also (Fig. 6, blue area). Axial

compaction was observed with some rapid creep

events in the cumulative strain curve of sample C1

(arrows in Fig. 6) during the percolation period

(starting with the dotted blue line). These high strain

rate events occurred for periods ranging from several

hours to several days, leading to an increase in the

strain rate of several orders of magnitude. Moreover,

after these rapid creep events (strain rate in the range

5–9 9 10-8 s-1, compared with the average strain

rate of 1.3 9 10-8 s-1 over 50 days), the strain curve

recovered back to the same slope. These sudden

transient creep events in the behavior of C1 observed

during the last weeks of percolation cannot be

correlated with any systematic variation in fluid

pressure. The first event was followed by a slow

increase in axial stress, the second event was

preceded by a drift in injection fluid pressure, and

instantaneously readjusted to the permanent baseline

value after the event, and the third event was

followed by a change in trend of axial stress. Note

that the same value of axial stress resulted in other

changes in trend that did not correlate with any

significant variation in the other control conditions

(i.e. rA, rL) as shown on the stress curves (Fig. 6).

Concerning the overall strain of sample C3, the

method used was the same as that for C1. However,

because of the weakness of the damaged sample, a

very small difference between the axial stress and the

confining lateral stress was imposed at the beginning

of the healing experiment. The confining stress was

then left to increase toward a value slightly greater

Figure 6
Percolation under stress experiments on non-fractured (C1) and previously fractured (C3) samples. Stresses and cumulative extensional strain

curves are shown for both samples for the entire duration of the experiment. The blue rectangle highlights the periods of fluid circulation. The

two blue dotted lines before that period correspond to the first two very short fluid injections through the entire circuit. The black arrows on

the extensional strain curve for C1 emphasize sudden high-strain events. The corresponding occurrence times are highlighted by black dotted

lines on the stress data. rA is the axial stress, rL is the lateral stress, and Pf is the fluid pressure
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than the axial stress (Fig. 6), to achieve maximum

sealing of the vertical fracture network induced

during the dynamic stress loading process (Fig. 8,

IS). Consequently, the responses to fluid injection

occur in the opposite sense for the first short fluid

injection and for the long-duration fluid injection

because of the shift of the maximum stress from the

axial to the lateral direction (Fig. 6). Actually, sample

C3 did not shorten but was slightly axially stretched

during the long-duration flow-through process with

lateral compaction. Through the percolation period,

the strain curve of C3 keeps a general constant slope

but also contains some slight variations with time that

are not correlated with any change in pressure

(Fig. 6).

Figure 7
X-ray tomography images of sample C1 (undeformed before

healing) a 3D images of the initial state (IS) and the final state (FS),

showing the pores (black areas) that formed at the bottom of the

sample. b Slice of the same sample as in (a), the white arrows

indicate the pores formed in the final state (FS). c 2D cross-sections

showing a general comparison between the initial state and the final

state, with large pores located at the bottom and small particles

deposited between the sample and the sleeve

Figure 8
X-ray tomography raw (top) and processed (bottom) images

showing the pattern of open fractures and newly formed porosity

(in black on raw images) inside sample C3 damaged (a–c) before

healing (b–d). The different colors on the processed images

correspond to pores that are not connected. a Damage fracture

networks during the initial (fractured) state (IS) in cross-section.

b Pore networks and healing of the fractures during the final state

(FS) in cross-section. The black square is the area where the FEG-

SEM images of Fig. 12 a–f were taken. c Same as (a) but in 2D

slice view. d Same as (b) but in 2D slice view
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Figure 9
X-ray tomography images of fractured (a) and healed (b) sample C3. a Top slice of the initial (fractured) state showing the fracturing network

in black. Bottom the red lines with the red arrows indicate the position of the initial main fractures network. b Top slice of the final state, at the

same location. Bottom the red lines indicate the position of the initial main fractures that subsequently healed. c Slice of C3 showing the

location of magnifications 1 and 2. In images 1 and 2 the red squares indicate zones of fractures which bypass or break the grains; the blue

squares indicate zones of crushed areas
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3.2.2 Microstructures in the Undamaged Sample

(C1) After Healing

The X-ray tomography images of sample C1 in its

initial and final states after fluid circulation are

presented in Fig. 7. At the base of the sample, close

to the fluid inlet, some porosity cavities developed

over a distance of 5 mm. These large pores have a

broad range of sizes, from less than 0.2 to 2.5 mm,

and are (on the tomography scale) poorly connected

to each other. These pores most probably formed as a

result of dissolution of the material (i.e. karstification

process), which indicates that the initial fluid was

slightly undersaturated with calcite. It should be

noted that these pores are located at the bottom of the

sample only, i.e. are not observed anywhere else.

Similar features have already been observed in the

same type of experiment on chalk by HELLMANN et al.

(2002b).

A thin layer of calcite particles forming between

the sample and the sleeve near the top of the sample

was also observed (Fig. 7). This might be related to

predominant fluid circulation between the sample and

the sleeve: after percolation through the sample, the

finest particles removed from the enlarged pores were

carried with the flow. Consequently, when the fluid

escaped, these particles became trapped between the

sample and the sleeve. Optical microscopy and

cathodoluminescence observations on thin sections

made from sample C1 confirmed that this unconsol-

idated aggregate was not a calcite precipitate, but a

very thin particle deposit. Indeed, under cathodolu-

minescence, no difference could be detected between

the red shade of the calcite grains of the sample and

of those deposited outside the sample.

3.2.3 Microstructures in the Damaged Sample (C3)

After Healing

For sample C3, the main observation is that the large

fractures induced by the dynamic loading process

(Fig. 8 IS) were significantly healed after 3 months

(Fig. 8 FS). The dense network of different size

fractures characterizing the bottom and top of the

damaged sample can no longer be seen on the

tomographic images taken after the healing process

(Figs. 8, 9).

The same dissolution pores as for C1 are

observed, but in greater abundance. Some of these

large pores follow the traces of the initial fractures

(Fig. 8b). Once again, the concentration of these

large pores is higher at the base of the sample, where

the fluid was injected. In this case however, the large

pores spread all the way to the middle of the sample

(Fig. 8). These pores appear isolated from each other

on this scale.

By comparing the X-ray tomography images of

the damaged and healed states, some correlation was

found between the main damage fractures and the

largest pores (Fig. 9). Nevertheless, as already men-

tioned above, many of those dissolution pores are not

clearly connected to each other and they are not all

connected with the fractures (Fig. 10). These con-

nections might be too thin to be detected on the X-ray

tomography images at this resolution. However, they

are observed at a microscopic scale in thin sections.

In the thin sections of C3, the same crushed areas as

those shown in Fig. 9 were found and these are

directly linked to the largest fractures.

Figure 10
X-ray tomography of processed image showing a 3D sub-volume at

the grain scale in sample C3. The newly formed porosity (bubble)

and a fracture are displayed in 1. The porosity network made by the

dissolution holes is connected in 3D through thin fractures
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3.2.4 SEM Microstructure Comparison of C1 and C3

FEG-SEM observations obtained from thin sections

of C1 and C3 were analyzed to investigate both the

effect of dynamic loading and the healing recovery

process at the microstructure scale. From the obser-

vations on the undamaged and healed sample C1,

after fluid circulation, three main initial preserved

grain microstructures can be distinguished:

1. large grains with intragranular fracture porosity,

mostly healed during natural diagenetic processes

(Fig. 11a, d);

2. micrograins with grain boundaries, with intergran-

ular porosity and large grain indentations (Fig. 11b,

e, f); and

3. large fossil fragments with internal porosity

related to the fossil structure (Fig. 11c).

There is no clear evidence of a healing process

related to the experimental fluid circulation in this

undamaged sample.

To isolate the effect of the dynamic loading on the

final microstructures, damaged sample C3 was investi-

gated to see whether it contained the same two main

types of structure. The FEG-SEM observations revealed:

Figure 11
Field-emission gun scanning electron microscope (FEG-SEM) images of Estaillades limestone showing the effect of dynamic loading and

healing recovery. a–f Initial grain microstructure of sample C1 (flow-through process under static stress on undamaged sample) with a variety

of pore densities and sizes and with diagenetic pressure solution indenting: a, d large grain with fracture porosity, b, e micrograins with

intergranular porosity, c fossils with internal structure porosity, f grain indenting

J. Richard et al. Pure Appl. Geophys.
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1. a more fractured state, with some large main

fractures and many small cracks (Fig. 12a, d); and

2. some fan-like fracture networks developed paral-

lel to the principal stress direction of dynamic

loading, which are also observed inside the micro-

grained structures (Fig. 12b).

Most of the experimentally induced fractures with

an aperture of just a few micrometers were healed

(Fig. 12f). Of the fractures with larger apertures,

several remained open when they were horizontal

(parallel to the maximum horizontal confining stress)

(Fig. 8) and most closed when they were vertical

(perpendicular to the maximum horizontal confining

stress). The intergranular porosity is more developed

and the grain boundaries more pronounced than in

their initial state, leading to clear decohesion and loose

grains in some areas (Fig. 12c, e, f), that are related to

the dynamic damage effect. Dissolution associated

with the sealing effect can be seen at the grain scale

only by the indenting of loose grains (Fig. 12e, f) and

possibly by dissolution features (stylolite) along some

fractures (red arrows Fig. 12a, d).

Figure 12
Field-emission gun scanning electron microscope (FEG-SEM) images of Estaillades limestone showing the effect of dynamic loading and

healing recovery. a, f Fractured large grain and dissolution features (red arrows) of sample C3, b, e fan-like fracture network and dissolution

indenting between loose grains (red arrows), c, f grain boundary decohesion, and dissolution indenting between loose grains (red arrows).

(The black square in Fig. 8b gives the location of the images in Fig. 12a–f)
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4. Discussion

4.1. Characterization of Dynamic Fracturing

4.1.1 Damage at the Micro and Macro-Scale

X-ray CT scan images document fractures of aperture

greater than voxel size (*20 lm), whose density

defines a damage index. On the other hand, the

dissipated energy computed from mechanical data is

related to the expansion of fractures at all scales

within the sample. Figure 4 show that these two

independent datasets are well correlated. Even the

most damaged sample, with finely crushed zones,

falls on this positive trend, if errors in fracture density

estimates are taken into account. This suggests scale

independence of damage, and that X-ray images

provide a relevant estimate of damage pattern.

The area of the fractures seen on the X-ray images

can be computed, and, assuming a fracture energy

of *1 J/m2, the surface energy related to the fractures

visible on the X-ray can be estimated. For instance, for

CHB1, the surface energy needed for the creation of

the fractures visible on the X-ray image, normalized to

the sample volume, amounts to 3 kJ/m3. This is

approximately a factor of 20 less than the dissipated

energy computed from mechanical data (72 kJ/m3;

Table 2). This suggests that X-ray images at the

resolution used for scanning can only depict 5 % of the

total surface area of the fracture created. The missing

fracture area may lie in fractures of smaller aperture

and in small-scale roughness of the main fractures.

The most comminuted sample C3 has a smaller

apparent fracture density than expected from the

linear trend of Fig. 4. The additional missing per-

centage of fracture lies within the finely crushed areas

that start to develop at the center of the sample.

Despite this contribution, the linear trend between

mechanical data and X-ray images suggests that the

X-ray imaging technique provides a reliable estimate

of fracture pattern changes.

4.1.2 Microstructure Markers of High Strain Rate

Damage

With the split Hopkinson pressure bars, samples were

loaded at strain rates higher than 50 s-1, when new

fracture patterns appear. For instance, the fan-like

fracture networks observed on the microstructures of

the C3 sample (Fig. 12b), the sample loaded at the

highest strain rate, are similar to the branching system

described by SAGY et al. (2001) as geometric features

associated with dynamic fractures. Indeed, the frac-

ture networks resulting from dynamic loading are

characterized by a complex geometry and rough

edges (Figs. 10, 12a–d) (SAGY et al. 2001).

Conversely, fractures across the largest grains in

sample C1 (Fig. 11a, d), the reference sample that

experienced no additional damage, have a simple

straight geometry and smoother edges, which could

be attributed to slow growth (i.e. subcritical rate)

during diagenetic processes and/or during the perco-

lation experiment. These pre-existing fractures could

act as seeds for the fractures developed by dynamic

loading (SAGY et al. 2001).

4.1.3 Stress Concentration and Strain Localization:

Role of Heterogeneities

The loading by split Hopkinson pressure bars is too fast

to be servo-controlled. Hence, despite the different

striker speeds, the strain rate experienced by the samples

tested at ISTerre was the same. The loading history is

determined by the intrinsic properties of the samples.

Samples CHB1, CHB2, and CHB3 have the same

strength (Table 2) and similar fracture patterns: fractur-

ing is poorly developed in the sample and mainly

concentrated around the largest calcitic shell grains and

pores (Fig. 13a). In general, the main fractures tend to

initiate close to large heterogeneities (i.e. grains and

pores) and then, to follow grain boundaries or small

cracks already present in the sample (Figs. 3c, d, 13b, c).

Conversely, for the sample with the highest

impact velocity (C3), localization is less efficient,

because the large calcitic shell grains are not

damaged (Fig. 13e). This type of behavior has

already been noted in a previous study (DOAN and

GARY 2009) and correlates well with the observation

of fracture density organization.

4.2. Characterization of the Healing Process

4.2.1 Strain Variation

The contribution of the three rapid transient creep

events represents approximately one third (2 %) of

J. Richard et al. Pure Appl. Geophys.
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the total strain of sample C1 (6.5 %) (Fig. 6). These

sudden creep strain events could be caused by two

different effects. On the one hand, high rates of

dissolution could cause mechanical collapse of the

rock matrix. On the other hand, we cannot rule out

the possibility of stick–slip behavior developed by the

Figure 13
Top: X-ray tomography images: a–f illustrate the dependence of fracture density on loading and healing history. The fracture networks are

emphasized by white lines. Bottom: evolution of increasing damage (fracture density %) during dynamic loading of a variety of samples at

increasing impact velocity (m/s), and evolution of fracture density with the healing process by percolation under stress (sample C3)

Microstructures induced by dynamic loading
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Viton piston O-rings on the internal wall of the

triaxial cell (Fig. 2b), as previously observed with the

same apparatus (LE GUEN et al. 2007).

The non-regular strain evolution observed for

sample C3 shows no correlation with the stresses or

with fluid pressure during the percolation period,

except around day 90 (Fig. 6). We attribute the cause

of this chaotic behavior to the high state of damage of

the sample (i.e. the weak cohesion of the grains) and

to the low effective axial pressure, such that local

grain sliding or damage domain collapse could lead

to accelerated deformation for some time periods.

Such behavior was not observed for the intact sample

C1.

Finally, it is difficult to define the exact effect of

the damaged state of sample C3 on the total strain

value when comparing it with sample C1 (undam-

aged), because these two samples have not

experienced the same stress history during healing.

However, the fractured and crushed state of some

areas of C3 could enable stress rotation and pressure

solution indenting of the loose grains that can be seen

on the FEG-SEM images of Fig. 12e, f. This would

lead to grain reorganization at microstructure scale,

which easily accommodates the strain on these

specific areas.

4.2.2 Coupling of Dissolution and Healing Processes

During healing, a large network of pores developed in

sample C3 (Fig. 8) compared with the few pores

appearing on the 3D reconstruction inside the lower

quarter of sample C1 (Fig. 7). For sample C3, these

large pores, formed by dissolution, are clearly

associated with healing of the main fractures, because

the pores are located along the trace of these

fractures: the fractures induced by the dynamic

loading process (Figs. 8 IS, 9a) were substantially

healed after 3 months (Figs. 8 FS, 9). The fracture

can no longer be seen on the tomographic images

taken after the percolation and deformation process.

The pore network is more developed in C3 because

fluid circulation was facilitated by the fractures. The

average flow rates estimated from the fluid output of

the cells are approximately 300 ml/day for C3 and

240 ml/day for C1, thus fluid circulation was faster in

the damaged sample (C3). The fractures act as

preferred pathways for the fluid, leading to fluid

circulation throughout the sample and enhancing the

dissolution process, creating a positive feedback loop

(GRATIER 2011). However, the microstructures and

the measured fracture densities of the initial fractured

state (18.8 %) and the final healed state (7.1 %) of C3

imply substantial healing during fluid circulation

(Fig. 13e, f). The amount of dissolved calcite in the

fluid measured from ICP analysis at the inlet of the

fluid circuit and at the outlet of both cells is not

substantially different and remains constant at

approximately 1.5 g/l. Consequently, we propose that

dissolution and healing are coupled and lead to the

progressive healing of the sample.

Several different healing mechanisms, with or

without material supplies, have been observed. They

depend on crack aperture, for instance (GRATIER et al.

2003). The first mechanism, the self-healing of

cracks, is a widespread healing process for minerals,

driven by reduction of the surface energy of the

fractures (BRANTLEY et al. 1990; RENARD et al.

2009b). The fractures progressively heal into a planar

layer of fluid inclusions and eventually close com-

pletely, leaving a series of unconnected pores. Some

very thin pore networks observed in the final state

may correspond to fractures in the intermediate state

(Fig. 9). The second mechanism, sealing of cracks,

closes fractures by deposition of minerals. It has been

investigated by thin section observations and ca-

thodoluminescence studies. A luminescence activator

(Mn) was used to enhance the luminescence of the

calcite deposition, but cathodoluminescence showed

no clear evidence of calcite crystallization in the

crushed areas of sample C3. Indeed, the intact rocks

contained natural fractures filled with calcite with

different luminescent colors, which makes it difficult

to identify any deposition related to the experiments.

However, observations made with FEG-SEM

revealed differences between the microstructure of

C1, which are representative of an initial state, and

the fractured and healed structures of C3. After

characterizing the three main representative initial

grain structures of C1 (Fig. 11a–f; discussed in the

section ‘‘SEM Microstructure Comparison of C1 and

C3’’), it was possible to distinguish between natural

and experimental healing microstructures. Evidence

of grain indenting inside the loose grain structures
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revealed by FEG-SEM images (Fig. 12e, f) shows

that a third healing mechanism can be invoked—

solution pressure compaction of the fractured zones.

Given the amount of loose-grain areas with grain

boundary decohesion associated with the fractured

zone (approximately 50 % of the thin section surface

area), the healing processes for sample C3 are a

combination of mechanical and chemical compaction

by pressure solution creep. This healing mechanism

is also responsible of the radial compaction of the

sample associated with the development of the pore

network along the fracture zones. The same combi-

nation of different healing processes has already been

observed during healing experiments with halite (BOS

and SPIERS 2002).

Finally, heterogeneities in the rock samples be

important in the healing process. The largest pores,

located in the same place as the largest fractures,

slowed or prevented healing in the vicinity of these

heterogeneities. They are the least healed domains.

Conversely, the areas protected by the large calcitic

shells experienced less strain and were very well

healed. The extent of healing is of the same order as the

areas corresponding to the crushed material and fine

fracturing (Fig. 13e, f). The healing rate thus depends

on the fracture and pore dimensions (BRANTLEY et al.

1990; RENARD et al. 2000), but also on grain boundary

structures, which affect the dissolution in the pressure

solution process and the subsequent healing rate

(HICKMAN and EVANS 1991; van NOORT et al. 2008).

4.3. Applications to Faults

Our experiments confirm that the damage state of

a rock strongly affects its mechanical behavior. In the

experiments performed here, the fluid circulates

faster inside a damaged (fractured) sample than

inside an undeformed one, because the main fractures

act as preferred flow-channels. The largest fractures

accommodate a higher fluid flux, whereas microfrac-

turing enables the fluid to penetrate into the rock

mass (BRANTLEY et al. 1990; RENARD et al. 2000). At

the scale of a natural fault zone, this effect should

increase the kinetics of fluid–rock reactions, as is the

case for pressure solution creep (GRATIER et al. 2011)

leading, after some time, to the healing of these

fractures. During the entire percolation period (5

weeks), a healing rate of about 0.3 % per day for the

most damaged sample (C3) is estimated from the

decrease in fracture density between the initial

(damaged) state and the final (healed) state. However,

the healing rate is rather heterogeneous depending on

fracture length and aperture mechanisms.

Application of our results to natural deformation in

fault zones must take into account, first, the fact that

the solubility of calcite in solution with use of NH4Cl

solution is rather high compared with that in nature

and, second, the fact that the width of the fracture, an

important property determining rates of healing and

sealing, could be smaller in experiments than in nature.

Combining these two effects one must contemplate a

difference of time scale of at least two orders of

magnitude (one order of magnitude because of the

different solubility, one order of magnitude because of

smaller distance between fractures in experiments).

Characteristic healing times in laboratory experiments

range from days (for the self-healing process) to more

than 100 days for pressure solution compaction and

fracture sealing (which was not achieved after this

time) leading to natural deformation characteristic

healing times ranging from several months to several

tens of years, which are plausible. This must be true for

limestones. Extension to other rocks containing quartz

or feldspar, also likely to be subjected to the same

pressure solution compaction and sealing processes,

must take into account evolution with temperature

(RUTTER 1976; GRATIER et al. 2011).

This difference in characteristic time of healing

should lead to the development of large heterogene-

ities inside the rock mass. Moreover, the rapid

healing of the thin crack networks reduces the pore

connections and tends to localize the stresses. At the

fault scale, the areas strengthened by healing pro-

cesses could be the places where new brittle

deformation is initiated. Thus, healing processes in

active faults may determine earthquake recurrence

time and the initiation and location of dynamic

fracturing (BOS and SPIERS 2002).

5. Conclusion

Dynamic damage experiments were performed on

five samples of porous Estaillades limestone to
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quantify the effect of heterogeneities on the geometry

of fracture propagation. Long-term fluid-assisted

healing experiments were also performed on two

samples of the same limestone, one damaged, the

other undamaged, to assess the effect of the damaged

state on fluid flow and healing rate. The following

conclusions can be drawn from the results obtained.

1. High strain rate loading of samples induced a

dense network of fractures. The sample loaded at

the highest strain rate was almost pulverized.

2. A relationship is proposed between the fracture

density determined from X-ray imaging and the

dissipated energy computed from the macro-

mechanical data, although these two variables

are characterized on different size scales. We

propose use of data from X-ray imaging of

fracture density as a proxy to quantify damage

within the samples.

3. Fracture porosity networks increase and develop

on two scales: small fractures enhance the forma-

tion of new pathways within the initial porosity

network and large fractures increase porosity,

creating flow-channels for faster fluid circulation.

4. We believe chemical processes are responsible for

closing the fractures, but emphasize that individ-

ual mechanisms cannot be separated in the

experiments. SEM images show pressure solution

creep; tomography data show fracture closing

(activated by the presence of fluids); and chemical

analysis shows a conservative system: the con-

centration of calcite at the inlet is the same as at

the outlet. All these observations are indicative of

chemical effects which result in the observed

damage healing.

5. Fluid percolation along a fault zone may lead to

the development of a pore network along the

fractures that are progressively healed. Candidate

mechanisms involve a combination of mechanical

and chemical processes (grain sliding, fracture

closing, pressure solution creep, crack healing,

fracture sealing) that are activated by the presence

of reactive fluids.

6. In natural fault zones, the damaged state of rocks

has a large effect on the permeability and,

consequently, on the kinetics of fluid–rock reac-

tions. The observed heterogeneous healing leads

to heterogeneous strengthening of the rocks. As a

result, these domains could act as stress concen-

trators, which should determine the extent of

rupture initiation and propagation.
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