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We present a technique that greatly improves the precision in measuring temporal variations of crustal 
velocities using an earthquake doublet, or pair of microearthquakes that have nearly identical waveforms 
and the same hypocenter and magnitude but occur on different dates. We compute differences in arrival 
times between seismograms recorded at the same station in the freqency domain by cross correlation of 
short windows of signal. A moving-window analysis of the entire seismograms, including the coda, gives 
g(t), the difference in arrival times versus running time along the seismogram. The time resolution of the 
method is an order of magnitude better than the digitization interval. The g(t) technique is illustrated 
with a pair of microearthquakes, M = 1.7 and 2.0, that occurred before and after the Coyote Lake, 
California, earthquake (M = 5.9) of August 6, 1979, and on the same segment of the Calaveras fault that 
ruptured during the earthquake. The coda wave arrivals for some stations are progressively delayed for 
the second earthquake in the doublet, so that its seismogram appears as a stretched version of the earlier 
event. We interpret this systematic variation in 6(t) along the coda as a change in the average S velocity 
in the upper crust in the time interval between the two doublets. S wave velocities appear to have 
decreased by 0.2% in an oblong region 5-10 km in radius at the south end of the aftershock zone. 

INTRODUCTION 

The possibility that earthquakes can be accurately forecast 
directly from the measurement of variations in wave velocity 
[Seinenov, 1969; Nut, 1972] stimulated considerable interest 
and work on the problem of making accurate, repeatable 
measurements of travel times in the crust. Early measurements 
of Vp/Vs ratios suggested velocity changes of up to 5% pre- 
ceding M -- 4 earthquakes (see Lukk and Nersesov [1978] and 
Rikitake [1976] for a review). However, recent studies, partic- 
ularly on the San Andreas fault, have demonstrated that if any 
change precedes strike-slip earthquakes, it is much smaller 
than 1% [Boore et al., 1975; Kanamori and Fuis, 1976; 
Wesson et al., 1977]. Up to now, the highest precision 
achieved in monitoring temporal variations of velocities have 
come from experiments utilizing repeatable sources such as 
explosions, air guns, or mechanical vibrators [Reasenberg and 
Aki, 1974; Buchbinder and Keith, 1979; Leary et al., 1979; 
Clymer and McEvilly, 1981]. For example, Leafy and Malin 
[1982] report a precision of 1-2 ms (milliseconds) for first 
arrivals recorded at 10- to 20-km distances and 3-5 ms for 
secondary arrivals. 

In this paper we will show that a microearthquake doublet 
(i.e., pair of similar earthquakes) is a very convenient source 
for seismic velocity monitoring that allows very accurate 
timing measurements. Since doublets are situated inside the 
active seismic zone, they also provide more direct sampling of 
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the seismogenic zone surface energy sources. They are also 
richer in shear wave energy. 

We demonstrate an accuracy of about 1 ms in the measure- 
ment of differential travel times, which is 10-50 times better 
than previously achieved with natural earthquakes. In our 
technique for analyzing doublets we can also make use of 
information in the coda. Coda waves are perhaps the most 
sensitive to velocity variations, since they are believed to con- 
sist mainly of S waves scattered along numerous paths 
through the crust. In a previous study [Poupinet et al., 1982], 
differential P wave travel times recorded by the U.S. Geologi- 
cal Survey (USGS) central California seismographic network 
(Calnet) were measured with a precision of 4 ms, using a cross- 
correlation method. A similar method of analysis was also 
used by Nakamura [1978] in his study of deep moonquakes. 

DOUBLETS 

In large collections of microearthquakes, events with very 
similar waveforms are observed. They seem to originate from 
the same location, and Geller and Mueller [1980] have postu- 
lated that they are the expression of stress release on the same 
part of the fault. We call such nearby earthquakes a doublet 
when their waveforms are nearly identical. If the seismograms 
of the doublet are identical, this would require not only that 
the source processes are identical (hypocenter and moment 
tensor) but also that the medium properties (velocity, aneu- 
lastic attenuation, scattering) are also invariant. To search for 
possible temporal variations of crustal properties, we select 
doublets that occur on different dates. 

Here we study two events located on the section of the 
Calaveras fault that ruptured during the M--5.9 Coyote 
Lake earthquake of August 6, 1979 [Lee et al., 1979; Urham- 
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(Snieder	et	al.,	Science,	295,	2253-2255,	2002)

Coda	wave	interferometry
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Talsperre	Eibenstock
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Ultraschallsensorik	aus	der	Bauphase

Entwicklung des E-
Moduls/ Druckfestigkeit

8 Geber, 4 Empfänger 
(UNG40/SW40, 40 kHz)

VEB Projektierung 
Wasserwirtschaft
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(Niederleithinger,	E.;	Krompholz,	R.;	Müller,	S.;	Lautenschläger,	R.	&	Kittler,	J.	36	Jahre Talsperre Einbenstock - 36	Jahre Überwachung des	
Betonzustands durch Ultraschall Proc.	38.	Desdner Wasserbaukolloquium 2015	''Messen und	Überwachen im Wasserbau und	Gewässer,	2015,	1-

10)
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Seismic	interferometry
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(Larose	et	al.,	Geophys.	Res.	Lett.,	32,	L16201,	2005) 19



Seismic	interferometry	on	the	moon!
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(Larose	et	al.,	Geophys.	Res.	Lett.,	32,	L16201,	2005) 20



Seismic	interferometry	on	the	moon

Relative velocity change: average 
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Relative velocity change: single couple of sensor 

(Sens-Schönfelder &	Larose,	Phys.	Rev.	E,	78,	045601,	2008	) 21



Velocity	changes	in	Chili1492 M. Gassenmeier et al.

Figure 2. (a) Similarity matrix (R) of station PATCX between 10–15 s and 4–6 Hz. Negative correlation coefficients appear white. The blue dots in the
similarity matrix symbolize the daily velocity variations δv. The rare blue dots at velocity decreases larger than 1.5 per cent before 2014 April result from cycle
skipping. The MW 7.7 Tocopilla and the MW 8.1 Iquique earthquake are marked with T and Iq, respectively. A–K mark selected earthquakes corresponding to
Table 1 and Fig. 1. The absolute ground acceleration integrated over one day at station PATCX is plotted with black bars in (b).

Richter et al. (2014). We therefore calculate high-frequency daily
autocorrelations for the vertical components in the frequency ranges
of 1–3 Hz, 4–6 Hz and 7–10 Hz. We follow the processing scheme
of Richter et al. (2014) with the aim to have a consistent database
for analysing velocity changes with PII. In the pre-processing, the
waveforms are downsampled to 50 Hz, detrended and filtered. To
recover the Green’s function as faithfully as possible, we would like
to suppress the unwanted effect of earthquakes, which occur very
frequently in this seismically active area. Therefore, time windows
with an envelope larger than 10 times the root mean square of the
envelope in quiet periods are detected and set to zero. We make
sure that the deleted time windows are at least two minutes long
and we taper the edges in order to avoid artefacts in the autocor-
relation function (ACF) at small lapse times. Additionally, 1-bit
normalization is applied before calculating daily ACFs.

Relative velocity changes ("v/v = δv) were measured
with the stretching method (Sens-Schönfelder & Wegler 2006;
Hadziioannou et al. 2009, 2011), which compares individual ACFs
(φ(ti, τ )) calculated from noise signal that was recorded at time ti

to stretched or compressed versions of a long-term averaged refer-
ence ACF ξ (τ ). Here τ indicates the lapse time of the ACF, that is,
the traveltime of waves. For each time window and each velocity
change δϵj, the comparison between φ and ξ is performed in terms
of the correlation coefficient

R(ti , ϵ j ) =
∫ τ2

τ1

φ(ti , τ )ξ
(
τ ∗ (1 + ϵ j )

)
dτ (1)

of a set of stretching values ϵj in a lapse time window (τ 1, τ 2).
The set of correlation coefficients R for all times ti and stretching

values ϵj is hereafter referred to as similarity matrix. The stretching
value ϵm that results in the maximum correlation R(ti, ϵm) yields
the relative velocity change δv(ti) = ϵm at time ti. The stretching
was implemented in the range of ±3.3 per cent and the temporal
resolution of the velocity change estimation is one day. To gain the
highest sensitivity for velocity changes, we use the frequency range
of 4–6 Hz and the lag time window between 10 and 15 s (Richter
et al. 2014). Lower frequencies were found to be less sensitive for
shaking-induced velocity variations and higher frequencies led to
velocity variations with a lower signal-to-noise ratio (see Supple-
mentary Material Fig. S1). The velocity changes were also estimated
in lag time windows between 5–10 and 15–20 s showing identical
features, but with a lower signal-to-noise ratio (see Supplementary
Material Fig. S2). For the calculation of the reference trace, we use
an iterative process (Richter et al. 2014) in which a preliminary
reference trace is calculated as the mean over all autocorrelation
traces, leading to a preliminary estimate of the velocity changes. In
a second step, the ACFs are corrected for the preliminary estimated
velocity changes and a final reference trace is calculated as the mean
over the corrected autocorrelation traces. For high frequencies and
late lag times, this two-step approach minimizes the problems of
cycle skipping although it cannot eliminate it completely. Such in-
stances are easily identified by consideration of neighboring days
(Fig. 2). In order to validate the reliability of the measurement,
we repeated the velocity change estimation with autocorrelations
for the horizontal components for a time between 2012 and 2014.
The results show comparable velocity variations—confirming the
results estimated with the vertical component (see Supplementary
Material Fig. S1).
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(Gassenmeier et	al.,	Geophys.	J.	Int.,	204,	1490-1502,	2016) 22



Near-surface	structure	from	Kik-Net
free	surface

Borehole

(few	hundred	m	deep)

Complicated	
earthquake	signal
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Data	at	station	NIGH13
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Arrival	time	of	shear	wave
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Arrival	time	of	shear	wave

from	logging	
data
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Annual	stacks	at	station	NIGH13
correlation																													deconvolution
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Correlation	vs.	deconvolution

u(z,ω) = S(ω)e−ikz

correlation = u(z = 0,ω)u*(z = D,ω) = S(ω) 2 eikz

deconvolution = u(z = 0,ω)
u(z = D,ω)

= eikz

28



(Nakata	and	Snieder,	JGR,	117,	B01308,	2012)29



S-waves	in	Niigata	and	earthquakes
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S-velocity	changes	with	seasons
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Rainfall/vs for	soft-rock	sites
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Rainfall/vs for	hard-rock	sites
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Tohoku-Oki	
earthquake

(Nakata	and	Snieder,	
Geophys.	Res.	

Lett.,18,	L17302,	
2011)

Time-lapse	change
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Tohoku-Oki	
earthquake

(Nakata	and	Snieder,	
Geophys.	Res.	

Lett.,18,	L17302,	
2011)

Time-lapse	change
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Tohoku-Oki	
earthquake

(Nakata	and	Snieder,	
Geophys.	Res.	

Lett.,18,	L17302,	
2011)

Time-lapse	change
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Velocity	change
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Seismic	sensors	array	on	a	dam

Crest

Bottom

Sensors	
Array

Courtesy	of	Ichiro	Kuroda
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Original	waveforms	
observed	by	sensors	array	
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Original	waveforms	and	deconvolution
interferometry
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Change	during	Tohoku	earthquake
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Direction	components	in	a	dam

Vst

Vax
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Days	since	Tohoku-oki earthquake
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Days	since	Tohoku-oki earthquake
10-2 10-1 100 101 102
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Mineralized	fractures

49(Credit:	NASA/JPL-Caltech/MSSS)



Intrusion	by	a	dike
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Power	spectrum	
of	rock	surface	

55

(Brown	and	Scholz,	J.	Geophys.	Res.,	90,	
12575-12582,	1985)

1	m 10	micron



Micro-structure	of	a	fracture

56(Brown	and	Scholz,	J.	Geophys.	Res.,	91,	4939-4948,	1986)



Healing	of	a	fracture

57(Brown	and	Scholz,	J.	Geophys.	Res.,	91,	4939-4948,	1986)



Healing	of	a	fracture

58(Brown	and	Scholz,	J.	Geophys.	Res.,	91,	4939-4948,	1986)



Pressure	solution
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60

Pressure	solution	of	oolitic limestone	



Analogue	model	for	cracks

61(Renard et	al.,	Geofluids,	9,	365-372,	2009)



A	healing	crack	in	a	gel

62(Renard et	al.,	Geofluids,	9,	365-372,	2009)



A	healing	crack	in	a	quartz

63(Renard et	al.,	Geofluids,	9,	365-372,	2009)



Log(time)	behavior	in	resonanceVOLUME 85, NUMBER 5 P H Y S I C A L R E V I E W L E T T E R S 31 JULY 2000

log10 (t/t0)

δf
 / 

f 0

0.40

0.78

1.17

1.92

2.64 |ε|

m

0 1 2 3
x10–6

2

1

0

x10–5

0.5 1 1.5 2 2.5 3 3.5 4

2

0

–2

–4

–6

–8

–10

–12

–14

x10–5

x10–6

FIG. 5. Dependence of recovery slope on conditioning magni-
tude. Maximal conditioning strain indicated for individual re-
coveries !df"t# 2 df"t0#$%f0 ! m ln"t%t0#, and the relation of
slope to maximal instantaneous conditioning strain, m & 11.1 3
"j´j 2 4.7 3 1027#, is shown inset.

creep restores contact area, reducing the number of low-
barrier events available. If the number of higher-barrier
events diminishes in kind, r0"Echar # will decrease over
time, correlated with 1%Q. Such a correlation, together
with the observation that Q increases with temperature,
would explain how decreasing r0 compensates the T -linear
slope of Eq. (5) to produce Fig. 3. Why this is more visible
at 36 h than at 12 h we do not know.

The prediction that modulus reduction results from an
induced internal strain field of arbitrary origin can be tested
by comparing the magnitudes of acoustically and ther-
mal-shock driven shifts. Figure 5 shows modulus recovery
as a function of time at five different acoustic condition-
ing strains. The relation of the logarithm coefficient to
maximal conditioning strain, m & 11.1 3 "j´j 2 4.7 3
1027#, is shown (inset).

The acoustic scaling relation can be extrapolated and
compared to the thermal recoveries. Under 5 ±C tem-
perature change, the internal strain of a randomly ori-
ented matrix of quartz crystals may be estimated from the
difference of grain parallel- and perpendicular-axis coef-
ficients of expansion, da & 0.65 3 1025 ±C21 [18], as
j´j ' 3.25 3 1025. The slope then predicted by the Fig. 5
dependence is m ! 3.6 3 1024, close to the fit value
m & 2.8 3 1024 from Fig. 4.

Logarithmic scaling persists in Fig. 4 to '3 3 104 s,
where the acoustic scaling regime ended at '103 s. In spin
glass aging [19], the transition time between logarithmic
and power-law scaling is known to depend on the time

between quench and removal of the external induction. If
a similar dependence characterizes the dc susceptibility in
granular magnetic media [4], it would be interesting to see
if they experience a symmetry-breaking susceptibility shift
under ac drive, analogous to ours.

This work was supported by the Department of Energy,
Office of Basic Energy Sciences, Contract No. W-7405-
ENG-36.
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Log(time)	behavior	in	resonance

(Ten	Cate	et	al.,	Pure	Appl.	Geophys,	168,	2211-2219,	2011)	Figure 4
Resonance frequency versus log(time) recovery curves for four different geomaterials, all 25.4 mm diameter and approximately 0.3 m long. A
similar length concrete sample was not available; this sample is 0.12 m long. Each sample was conditioned for 1,000 s with a strain of 10–6,

the conditioning drive turned off, and the resonance frequency peak tracked with time. The log(time) behavior of all these samples is

remarkable and typical of many rocks. Note that the Lavoux limestone shows signs of departing from log(time) behavior at around 800 s.
Errors in determining the resonance frequencies for these samples are around 0.1 Hz

Figure 5
Comparison of resonance frequencies versus log(time) for the same Berea sandstone sample of Fig. 3. Conditioning resonance frequencies are

shown on the left plot, recovery resonance frequencies are shown on the right plot (similar to those shown in Fig. 4). Both conditioning and
recovery in slow dynamics appear to go as log(time). This figure should be compared with Fig. 1c of (PANDIT and SAVAGE, 1973) where those

authors studied creep with time during and after excitation of a flexural mode in a sandstone sample

2216 J. A. TenCate Pure Appl. Geophys.
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Perturbing	samples

Chapter 6. Laboratory tests of shaking induced velocity variations

(a) (b)

Figure 6.1: Experimental setup: a) A pair of ultrasound transducers is attached to two cylindrical
sand-gypsum samples. A sound transducer is mounted on the top of sample A. It generates a
shaking every 30min on sample A, which is coupled to sample B with lower amplitude. b) The
samples are placed in a climate chamber at a temperature of 30�C.

The signals were band-pass filtered between 10 and 50 kHz, and after autocorre-
lation of the transmitter and receiver signal possible velocity changes were analyzed
with the stretching method (chapter 2.5.1) in a time window of 2-4 ms.

6.2 Results

The observed velocity variations corresponding to cross-correlation values larger
than 0.7 are shown in Fig. 6.2. This threshold affects only the data of sample A
during shaking. On average, correlation values are very large with mean values of
0.991 for sample A and 0.999 for sample B. Additionally, the data was corrected for
a small positive linear trend estimated over the first 15 minutes.

The velocity shows sharp decreases at both samples at the times of the shocks
followed by a subsequent recovery (Fig. 6.2 a). The amplitudes of the decreases at
sample A are larger than at sample B, which is expected from the field observations
at station PATCX, as the amplitude of the shaking at sample A is also larger than
a sample B. At both samples it can be observed that the amplitude decrease is the
largest for the first shock. After the first shock the amplitude of velocity change
for later shocks shock deceases slightly. As the sample was at rest for more than
four days before the experiment, this behavior can be attributed to aging effects, as
described in chapter 3.4.1.

82

(Gassenmeier,	2015,	PhD	thesis,	Universität Leipzig	)
66



Healing	of	rock	samples

(Gassenmeier,	2015,	PhD	thesis,	Universität Leipzig	) 67



So	rock	healing	clearly	goes	as	log-time	

68



So	rock	healing	clearly	goes	as	log-time	

But	it	can’t	because	…
ln(t) ! �1 as t ! 0

ln(t) ! 1 as t ! 1
69



Logarithm	means	there	is	no	time-scale

ln(t/⌧) = ln(t)� ln(⌧)

any	time-scale	corresponds	to	an	offset

70



Relaxation	process	for	one	relaxation	time

R(t) = e�t/⌧

71(Snieder,	R.,	C.	Sens-Schoenfelder,	and R.	Wu,	Geophys.	J.	Int.,	208,	1-9,	2017)



Relaxation	process	for	one	relaxation	time

R(t) = e�t/⌧

Superposition	of	relaxation	processes

R(t) =

Z ⌧
max

⌧
min

1

⌧
e�t/⌧d⌧

follows	from	Arrhenius’	law1

⌧
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How	to	get	log-time	behavior?

R(t) =

Z ⌧
max

⌧
min

1

⌧
e�t/⌧d⌧
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How	to	get	log-time	behavior?

R(t) =

Z ⌧
max

⌧
min

1

⌧
e�t/⌧d⌧

u = t/⌧

R(t) =

Z t/⌧
min

t/⌧
max

1

u
e�udu
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How	to	get	log-time	behavior?

R(t) =

Z ⌧
max

⌧
min

1

⌧
e�t/⌧d⌧

u = t/⌧

R(t) =

Z t/⌧
min

t/⌧
max

1

u
e�udu

dR(t)

dt
=

1

t

⇣
e�t/⌧

min � e�t/⌧
max

⌘
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How	to	get	log-time	behavior?

dR(t)

dt
=

1

t

⇣
e�t/⌧

min � e�t/⌧
max

⌘
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How	to	get	log-time	behavior?

dR(t)

dt
=

1

t

⇣
e�t/⌧

min � e�t/⌧
max

⌘

⌧
min

⌧ t ⌧ ⌧
max

when

dR(t)

dt
=

1

t
(0� 1) = �1

t
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How	to	get	log-time	behavior?

dR(t)

dt
=

1

t

⇣
e�t/⌧

min � e�t/⌧
max

⌘

⌧
min

⌧ t ⌧ ⌧
max

when

R(t) = B � ln(t)

dR(t)

dt
=

1

t
(0� 1) = �1

t
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Relaxation	function
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Relaxation	function
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Fracture	model

�

�

D
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Uniform	distribution	of	pillar	heights
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Normal	distribution	of	pillar	heights
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Universal	behavior	(?)	that	depends	on:

• superposition	of	relaxation	phenomena
• largest	contribution	comes	from	fastest	relaxation	

processes
• minimum	and	maximum	relaxation	times

84



Universal	behavior	(?)	that	depends	on:

• superposition	of	relaxation	phenomena
• largest	contribution	comes	from	fastest	relaxation	

processes
• minimum	and	maximum	relaxation	times

A	new	diagnostic	of	earth	materials?
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Once	a	semester,	I	will	engage	in	a	
professional	or	personal	activity	that	

frightens	me	a	little	but	which	makes	me	feel	
alive.
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Annual	stacks	at	station	NIGH13
correlation																													deconvolution
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Correlation	vs.	deconvolution

u(z,ω) = S(ω)e−ikz

correlation = u(z = 0,ω)u*(z = D,ω) = S(ω) 2 eikz

deconvolution = u(z = 0,ω)
u(z = D,ω)

= eikz
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Shear-wave	splitting
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Ambient	noise	level
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Ambient	noise	after	deconvolution
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Earthquake	after	deconvolution
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Response	from	noise
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Shear	velocity	from	ambient	noise
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Shear	velocity	from	earthquakes	and	
from	noise
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Change	during	Tohoku	earthquake
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(a) Temporal		change	in	deconvolution waveform	of	the	stream	direction
during	Tohoku-oki earthquake
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Long	term	change

Long-term		change	in	deconvolution waveform	of	the	stream	direction
retrieved	from	late	small	coda	waves	of	each	earthquake	events	

Tohoku
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moving	of	office
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Built	up	in	Jun,	2008
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(a) Temporal		change	in	apparent	seismic	velocity	between	crest	and	basement
estimated	by	deconvolution waveform	of	the	stream	directionduring Tohoku-oki earthquake.

We	can	find	the	difference	in	the	direction	caused	by	shaking restricted		by	the	abut	

Change	during	Tohoku	earthquake
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(a)	Long-term		change	in	seismic	apparent	velocity	estimated	by	deconvolution
of	the	2	horizontal	direction	retrieved	from	late	coda	waves	of	each	earthquake	events	
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(b)	Change	in	seismic	apparent	velocity	in	the	2	directions	and	its	anisotropy	
estimated	by	deconvolution retrieved	from	late	coda	waves	of	each	earthquake	events

10	days	after	Tohoku	earthquake		
107



Change	in	seismic	apparent	velocity	in	the	2	directions	and	its	anisotropy	
estimated	by	deconvolution retrieved	from	late	coda	waves	of	each	earthquake	events

10	days	after	Tohoku	earthquake		(in	logarithmic	time	scale)
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Velocity	change	after	Tohoku-oki event

(Brenguier et	al.,	Science,	345,	80-82,	2014) 109



How	it	started	…	
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Earthquake	doublets
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The	Art	of	Science
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Thank	you!
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